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1 Research motivation and goals 

I have been working in the field of IT security for more than 10 years. In addition to my university 

education job, as a consultant for companies and IT forensic expert, I have encountered numerous 

cases of vulnerabilities and problems with IT systems. The biggest challenge of IT systems in 

operation today is the existence and monitoring of security.  Computer and network security systems 

are constantly under attack, which are now organized attacks. 

Human monitoring is almost impossible with today's systems, so automation plays an important role 

in this area. Intrusion Detection Systems (IDS) are used to detect events, including attacks. 

My research motivation was to build on the methods, results and technologies presented in the 

literature review to find an efficient method to train IDS systems. The study focuses on one of the 

most common attack modes, brute-force attack detection. To configure IDSs and determine the most 

appropriate algorithms, there are training data sets that contain various network communications, 

including attack communications.  

My goal was to identify the most relevant features necessary for the training of an efficient IDS 

classifier module for the case of a selected data set and to find a classification algorithm that can 

efficiently and accurately identify a potential network attack. To this end, one of my stated 

objectives was to pre-process the data set and then determine the ranking of the features taking into 

consideration the feature scores obtained with several legacy methods. This allows to train and test 

classification algorithms.  

The main theoretical result of my research is the development of two ensemble methods that 

facilitate the efficient feature selection in the case of machine learning problems with high number 

of dimensions. 
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2 Applied methodologies  

 

2.1  Data set preprocessing 

When processing a data set, especially in high-dimensional cases, it is of paramount importance to 

apply appropriate pre-processing and dimensionality reduction. High-dimensional data often 

contain a lot of redundant or noisy information, which can have a negative impact on the accuracy 

and efficiency of the analysis. Preprocessing steps such as handling missing data, identifying and 

handling outlier values, and normalization or scaling help to create cleaner and more reliable data. 

In addition, dimension reduction techniques allow large amounts of variables to be represented in 

fewer but relevant dimensions of the data. This improves interpretability, reduces noise, and helps 

improve the efficiency of analysis and modelling.  

The data reduction phase focuses on feature selection and dimension reduction, which can have a 

number of benefits. One key benefit is that many data mining algorithms work better when the 

number of dimensions - the number of attributes (columns) in the data - is smaller. This is partly 

because dimension reduction eliminates irrelevant attributes and reduces noise. Another advantage 

is that it can lead to a more understandable model, as it will have fewer attributes. In addition, the 

reduced amount of data requires less storage space and less time to process. 

The data set used in the course of the investigation related to my PhD studies is CSE-CIC-IDS2018 

on AWS [1], which was created by the Canadian Institute for Cybersecurity laboratory. This data 

set was chosen because it was the most recent data set available at the initial stage of my research, 

it contains the attacks included in the research, and it meets all the criteria required for the research 

(e.g. total traffic, tagging, etc.). The data set was processed using the following steps: 

1. Data cleaning includes deletion of rows (records) containing invalid or missing data, 

deletion of columns with the same value (e.g. columns where all values are zero), 

deletion of characteristics (columns) considered irrelevant for classification. 

2. Data transformation means the transformation of categorical data into numerical data, 

normalization and splitting of the data set. 

a. Normalization consists of the conversion of numeric columns to a common scale. 

b. Data splitting to create training and test patterns. 
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Results: 

During the pre-processing of the data set, I achieved a significant dimensionality reduction, since 

the initial 3 data sets had a column number of 80, and this was reduced to 69. Furthermore, the data 

transformation allowed to easily split the data sets into different files based on attack type, so further 

analysis was done by attack type. 

Table 1. Training sets after dimension reduction 

File name Number of records Number of columns 

data set-ftp-tr.csv 171 433 69 

data set-ssh-tr.csv 170 280 69 

data set-web-tr.csv 417 592 69 

data set-xss-tr.csv 417 211 69 

data set-sql-tr.csv 417 068 69 

 

Table 2. Test sets after dimension reduction 

File name Number of records Number of columns 

data set-ftp-ts.csv 85 716 69 

data set-ssh-ts.csv 85 140 69 

data set-web-ts.csv 209 101 69 

data set-xss-ts.csv 208 720 69 

data set-sql-ts.csv 208 577 69 

 

2.2 Feature selection 

Feature selection focuses on finding the most relevant attributes that can be used for effective 

classification or prediction [2] [3] [4]. 

It contributes to reducing the dimensionality of the problem and thus the resource requirements 

(storage, computation) and can improve the performance of machine learning algorithms [5], i.e. 

faster training, reduced overfitting, and sometimes better prediction ability.   

Ensemble Feature Selection (EFS) is a technique that exploits the strengths of multiple feature 

selection algorithms to improve the identification of significant features in a data set. The benefits 

of ensemble feature selection include increased classification accuracy, reduced overfitting and 

increased stability of the selected features. This approach can be particularly beneficial in machine 

learning-driven applications, such as intrusion detection systems, where the diversity of features can 

affect the accuracy and learning time of the model.  By combining the benefits of different feature 
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selection algorithms, joint feature selection can facilitate the identification of the features that are 

most relevant to a given task, leading to more efficient and effective data analysis. Overall, EFS is 

an effective and popular technique for data selection that can improve model accuracy and reduce 

redundancy [6]. 

Feature selection methods used in my investigation work: 

- Information Gain [7] [8] [9] 

- Gain Ratio [10] [11] 

- Relief [12] 

- Symmetric Uncertainty [13] [14] 

- Chi-square test [15] 

- Analysis of variance (ANOVA) [16] 

The six feature selection methods were applied to all five data sets on 30 university laboratory 

computers and using the ELKH cloud services [17].  Although I performed several tasks in parallel, 

the whole process took more than two months. 

For each data set and each method, I normalized the feature score values obtained at the end of the 

feature selection process. I then calculated the final feature score for each data set separately as the 

average of the normalized scores. I then set a ranking threshold for the scores starting at 0.05 and 

increasing in 0.05 steps up to 0.55. For each threshold, I selected the characteristics with a score 

higher than the threshold, thus defining a reduced number of different groups of features (see 

Table 1). 

Table 3. Number of selected features in the case of different ranking thresholds 

Threshold 

value 
FTP SSH WEB XSS SQL 

0.05 56 59 65 65 66 

0.10 43 53 60 57 64 

0.15 32 48 60 57 60 

0.20 23 29 58 51 57 

0.25 21 22 56 46 48 

0.30 13 17 50 36 37 

0.35 8 7 44 31 31 

0.40 3 2 34 27 26 

0.45 2 2 23 10 12 

0.50 2 1 9 6 4 

0.55 2 1 1 1 2 
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Using the features defined for the individual thresholds, I tested five machine learning based 

classification algorithms to achieve acceptable or good classification results with low number of 

features. For each data set, I evaluated the classification algorithms with different classification 

performance measures using the features selected for the given thresholds. For each classifier, I 

selected the highest value taking into account the arithmetic mean of the Accuracy, Precision, 

Recall, F1 performance values (a number between 0-1, where 1 represents the best performance) 

obtained by examining the training and test sets. Thus, for each data set, I determined the threshold 

at which the smallest number of features achieves a good classification result. 

 

Results: 

From the 69 features resulted after the data set preprocessing, the number of selected features was 

determined for each attack type according to the defined thresholds using five classifier algorithms, 

and the results are shown in Table 2. 

 

Table 4. Thresholds and feature numbers of best performing classifiers in the case of the five attack types 

Data set Threshold value Number of features 

FTP 0.35 8 

SSH 0.35 7 

WEB 0.35 44 

SQL 0.40 26 

XSS 0.45 10 

 

2.3 Machine learning-based classification algorithms 

Classification methods are used to predict the class of an object instance based on a feature vector. 

Machine learning-based classification algorithms build models that can learn from labelled data sets 

and use these to predict the class of new, unseen data points. In this study, I used five different 

classification algorithms: 

- Logistic Regression [18] 

- Naive Bayes [24] [25] 

- Decision Tree [19] [20]  

- Random Forest [21] 

- Support Vector Machine (SVM) [22] 



8 

The five classifiers were trained and tested using the Orange 3.34 program, an open source data 

visualization, machine learning and data mining toolkit. The goal was to train classification 

algorithms based on the training data set. Each record in the data set has a label (classification label) 

that describes the correct class. To evaluate the performance of the classification algorithms, the 

metrics are based on the number of occurrence of the cases shown in Table 5. 

 

Table 5. assessment criteria for classifiers 

Tag property value Classification value Prediction case 

0 0 TN 

0 1 FP 

1 0 FN 

1 1 TP 

 

All classifiers were evaluated based on the training and test samples using four measures of 

classification: accuracy (Accuracy), precision (Precision), coverage (Recall) and F-value (F1), 

which can be calculated using the following formulae: 
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Based on the performance of the classifiers, I identified a threshold for each data set where I 

achieved the best classification performance with the smallest number of features. For each data set, 

the smallest threshold is 0.35. Based on this, I examined the performance of the classifiers with the 

feature sets identified for the five data sets at thresholds between 0.35 and 0.55. In order to find the 

best performing classifier with the least number of features, I took the best of the arithmetic averages 

of the performance scores (Accuracy, Precision, Recall, F1) obtained by examining the training and 

test sets for each classifier. 
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Results: 

For each data set, I have identified the threshold at which I could achieve a good classification result 

with the smallest number of features. For each type of attack, I defined a separate list (see Table 6) 

of relevant features for each threshold. I have plotted each feature by its row number. Each row of 

the table contains the characteristics whose score was greater than or equal to the threshold value 

given in its second cell. In this way, the order of importance of the features can be used to identify 

attacks more efficiently. 

 

Table 6. Best performing classifiers, the corresponding thresholds, the number of selected features and the ID numbers of the 

selected features in the case of each attack type 

Data set 
Threshold 

value 
Best classifier 

Number of 

features 
Features serial number 

FTP 0.35 Random forest 8 02,17,19,35,00,44,56,59 

SSH 0.35 Random forest 7 00,02,17,19,57,56,59 

WEB 0.35 Decision Tree 44 

16,20,10,49,66,67,35,38,56,64,34,27,07,09,11, 

14,15,50,25,60,62,02,17,19,37,63,06,33,55,18, 

58,04, 05,53,54,03,21,22,23,24,52,32,65,57 

SQL 0.40 Random forest 26 
05,26,53,56,25,02,17,19,35,16,18,27,28,34, 

06,23,30,55,29,21,22,24,57,37,11,14 

XSS 0.45 Decision Tree 10 37,56,33,32,03,11,52,04,54,58 

 

2.4 Weighted average based ensemble method 

In the previous study, the cases where the trained classifiers showed poor performance encouraged 

me to further investigate the weighted averaging approach. Weighted ranking is a widely used 

approach for evaluating samples that allows differential evaluation of individual components based 

on their significance, importance, strength or any other criterion mentioned as a weight. Taking into 

account the contribution of several feature ranking methods, the weighted average of the feature 

scores was calculated using (5). This equation gives an overall assessment score that reflects the 

combined assessment. 
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where RWA is the feature score calculated by the ensemble method, RIG, RGR, RSU, Rχ2, RRe, RAN are 

the normalized feature scores obtained by the individual feature ranking methods included in the 

ensemble, while wIG, wGR, wSU, wχ2, wRe, wAN are the weights associated with these methods. 

Determining the optimal combination of weights is a challenging task, as it takes considerable time 

to evaluate the different collections of features resulting from the calculation of scores. It is therefore 

necessary to optimize the weights with a minimum number of trials. 

This realization led to the use of the design of experiments (DoE) technique known as the Taguchi 

method. This approach, developed by Genichi Taguchi in the 1950s, was originally aimed at quality 

management and design in the manufacturing industry [23].  To determine the optimal parameter 

setting, the Taguchi method uses the concept of "parameter design". In this approach, process 

variables are assigned to predefined ranges of values, tested and optimized. The research involves 

testing six independent variables – the six weights –, each at two levels. Therefore, the orthogonal 

design L82
7 was used. To facilitate a better exploration of the weight search space with minimal 

experiments, I assigned weight values of 0.0233 and 0.2336 to the two levels of weight variables 

(called factors in DoE) in the selected DoE design (see Figure 7). The rationale behind this choice 

was that I used values that were significantly far apart. 

 

Table 7. Specified weight values 

 wIG wGR wSU wKhi wRe wAN 

1 0.023256 0.023256 0.023256 0.023256 0.023256 0.023256 

2 0.023256 0.023256 0.023256 0.232558 0.232558 0.232558 

3 0.023256 0.232558 0.232558 0.023256 0.023256 0.232558 

4 0.023256 0.232558 0.232558 0.232558 0.232558 0.023256 

5 0.232558 0.023256 0.232558 0.023256 0.232558 0.023256 

6 0.232558 0.023256 0.232558 0.232558 0.023256 0.232558 

7 0.232558 0.232558 0.023256 0.023256 0.232558 0.232558 

8 0.232558 0.232558 0.023256 0.232558 0.023256 0.023256 

 

In particular, I have focused attention on cases where the previous test using arithmetic averages did 

not give satisfactory results. Here I had two objectives:  

1. either to identify feature sets with fewer features while maintaining the original classification 

performance, or  



11 

2. to find feature sets that can improve classification performance by using classification 

Accuracy, Precision, Recall and F-value (F1) as performance measures. 

 

Results: 

For each data set, the defined reduced set of characteristics is shown in Table 8. 

Table 8.  Group of weighted average characteristics 

Data set Group of weighted average characteristics 

FTP 19, 02, 17, 56, 59 

SSH 33, 32, 00, 56, 57, 59 

WEB 32, 56, 07, 50, 09, 11, 65, 14, 37, 53, 05, 58, 57 

XSS 57, 56 

SQL 56, 43, 47, 57, 37, 11, 14 

 

2.5 Classification using CatBoost algorithm 

The previously presented and used Naive Bayes, Decision Tree, Random Forest, Logistic 

Regression and SVM are classification and modelling methods that have long been part of the 

machine learning and data mining toolbox. As a continuation of my research, I wanted to investigate 

whether CatBoost, an implementation of the Gradient Boost approach that has been successfully 

applied in many fields recently, can provide classification results that are close to or better than 

those of traditional classifiers.  

For each type of attack, I used the same training and test data sets with the CatBoost classifier, as 

well as features that I had previously identified by summing the scores of each feature with a 

weighted average. 

 

 

Results: 

For each data set, taking the arithmetic mean of the Accuracy, Precision, Recall, F1 performance 

values obtained by examining the training and test sets, I determined an average classification 

performance number, a number between 0-1, where 1 represents the best performance. This resulted 

in a comparison (see Table 9) between the Naive Bayes, Logistic Regression, Rank Vector Machine, 

Decision Tree, Random Forest classification algorithms and the CatBoost algorithm. 
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Table 9. Catboost comparison 

Data set 
Number of 

features 
Classifier Average grading performance 

FTP 

 Naive Bayes 0.9942 

 Logistic Regression 0.9984 

5 Decision Tree 1.0000 

 Support vector machine 0.9998 

 Random Forest 1.0000 

 CatBoost 1.0000 

SSH 

 Naive Bayes 0.9999 

 Logistic Regression 0.9940 

6 Decision Tree 1.0000 

 Support vector machine 0.9999 

 Random Forest 1.0000 

 CatBoost 1.0000 

SQL 

 Naive Bayes 0.2499 

 Logistic Regression 0.5252 

7 Decision Tree 0.9826 

 Support vector machine 0.7323 

 Random Forest 0.9913 

 CatBoost 0.9694 

XSS 

 Naive Bayes 0.2498 

 Logistic Regression 0.2498 

2 Decision Tree 0.9657 

 Support vector machine 0.3183 

 Random Forest 0.9697 

 CatBoost 0.9197 

WEB 

 Naive Bayes 0.5017 

 Logistic Regression 0.2494 

 Decision Tree 0.9363 

13 Support vector machine 0.2071 

 Random Forest 0.8994 

 CatBoost 0.8994 

 

3 Summary of recent scientific results 

In the initial stage of my research, I investigated the basic features and functions of different IDS 

systems [S15] [S11]. Then I turned my attention to anomaly-based IDS systems, with a particular 

focus on the training process of their classification module. This process typically involves the use 

of large data samples containing both benign and malicious traffic data. During my research, I 

examined several data sets and finally found a suitable one (CSE-CIC-IDS2018 on AWS) that not 

only met the criteria, but was also fresh, making it ideal for training. 

After selecting the data set and performing a number of preprocessing steps, my investigation 

focused on feature selection methods. Here, my primary result was the ranking of the features based 

on the arithmetic mean of the normalized feature scores obtained by the six different methods (see 

Thesis 1). My further research focused on feature selection, with the aim of defining thresholds for 
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the scores obtained by the arithmetic mean-based ensemble method. The aim was to define a 

relevant set of features that would provide sufficient information for the classification module (see 

Thesis 2). 

I then proceeded with research under the assumption that using a multi-factor method based on a 

weighted average of the scores for each feature could potentially improve classification 

performance, or at least reduce the number of features required. In order to verify this hypothesis, I 

used a Taguchi-type experimental design to keep the number of required trials low. The 

experimental results confirmed the hypothesis (see Thesis 3). 

I continued my research with the hypothesis that the classification performance achieved by the five 

well-known classification algorithms used previously can be surpassed, or at least approached, by 

using the relatively new CatBoost algorithm. Experimental results confirmed this hypothesis (see 

Thesis 4). 

 

THESIS 1 

Using a data sample created for training IDS systems, I developed a method for ranking the 

importance of features for identification of attacks using the mean of the normalized scores 

calculated with the methods Information Gain, Gain Ratio, Symmetric Uncertainty, Relief, Chi-

square test and Analysis of Variance methods. 

 

My publication related to my thesis is [S3]. 

 

THESIS 2 

I have defined thresholds for the averaged feature scores to identify the minimum set of features 

that are enough for the training of good performing classifiers. 

 

My publication related to my thesis is [S3]. 

 

THESIS 3 

I have shown that using the weighted mean of the feature scores produced by different methods can 

produce the same or better classification results with a reduced number of features considered. 

 

My publication related to my thesis is [S4]. 
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THESIS 4 

I have demonstrated that by employing the CatBoost algorithm, classification outcomes are at least 

as effective as those achieved with the Logistic Regression, Naive Bayes, Support Vector Machine, 

Decision Tree, and Random Forest classifier models for specific network attack scenarios. 

 

My publication related to my thesis is [S5]. 
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4 Exploitability of the achieved results 

By examining network communication (including normal and attack cases) using the weighted 

ensemble feature selection method, the features in the defined feature sets can be used to configure 

actual data and information for the sensors of an IDS system for certain attack types. From an initial 

set of 80 features in the network communication data, only some subgroups of the features in 

Table 10 need to be considered to achieve a good classification result for an IDS to detect the 

appropriate attacks. 

 

Table 10. Properties of the defined relevant characteristics 

Serial 

number 

Name Operational meaning of the features 

00 Dst Port  The destination port to which data packets are sent. 

02 Flow Duration  The duration of the data stream between the first and the last data packet. 

05 TotLen Fwd Pkts  Total size of all forward (to source) data packets. 

07 Fwd Pkt Len Max  The size of the longest forward data packet. 

09 Fwd Pkt Len Mean  Average size of forward data packets. 

11 Bwd Pkt Len Max  The size of the longest of the backward data packets. 

14 Bwd Pkt Len Std  Dispersion of the size of the backward data packet. 

17 Flow IAT Mean  The average length of the intervals between data streams. 

19 Flow IAT Max  Maximum length of intervals between data streams. 

32 Fwd Header Len  Header size of forward data packets. 

33 Bwd Header Len  The size of the header for reverse data packets. 

37 Pkt Len Max  The largest data packet size of all packets. 

43 RST Flag Cnt  Number of data packets with the RST flag. 

47 ECE Flag Cnt  Number of data packages with the ECE flag. 

50 Fwd Seg Size Avg  Average segment size of forward data packets. 

53 Subflow Fwd Byts  The total size of forward data in subcommunication flows. 

56 Init Fwd Win Byts  The forward initial window size of the TCP connection. 

57 Init Bwd Win Byts  The backward initial window size in the TCP connection. 

58 Fwd Act Data Pkts  The number of forward effective data packets. 

59 Fwd Seg Size Min  Minimum segment size for forward data packets. 

65 Idle Std  The spread of periods of inactivity between periods in the data stream. 
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5 Further research directions 

I intend to continue my research on IDS systems towards the development of solutions based on 

data fusion. Here data fusion refers to the process of combining and analyzing data from multiple 

sources or sensors in order to increase the accuracy of network intrusion detection. This includes 

integrating information from firewalls, intrusion detection systems (IDS), log files, network traffic 

data and other relevant sources.  

Data fusion aims to take advantage of different data sources and improve the detection capabilities 

of intrusion detection systems. Patterns and anomalies that may not be detected by individual 

sensors or detection methods are likely to be more easily identified by combining multiple data 

streams, which may result in more reliable intrusion detection. 

As a first step, a Computer Science Data Lab is being prepared at my workplace, the John von 

Neumann University in Kecskemét, Hungary, which will include an Expertise and Cybersecurity 

Lab, where a complete IT lab environment will be set up, similar to the Canadian lab. 

A complete IT infrastructure would be modelled, with normal and attack communications. By 

designing such a system and implementing data fusion, a new proprietary sample data set could be 

created, which could be freely used by IDS researchers. Using this data set, I plan to investigate 

other solutions in addition to the classifiers presented in this thesis. 
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6 Summary 

During the initial phase of my investigation, I delved into the fundamental characteristics and 

functionalities of various IDS systems [S15] [S11]. Subsequently, I directed my attention towards 

Anomaly-based IDS systems, specifically focusing on the training process of their classification 

module. Typically, this process involves utilizing big data samples that describe both benign and 

malicious traffic scenarios. Throughout my research, I explored multiple data sets, eventually 

discovering a suitable one (CSE-CIC-IDS2018 on AWS) that not only met the criteria but was also 

recent, making it ideal for training purposes. 

Once the data set was chosen and several preprocessing steps were executed, my investigation 

centered around feature selection methods. The primary outcome here was the ranking of features 

based on the arithmetic mean of normalized feature scores obtained from six distinct methods (refer 

to Thesis statement 1). Moving forward, my research targeted feature selection, aiming to establish 

threshold values for the scores obtained through the arithmetic mean based ensemble method. The 

objective was to identify a relevant set of features that would furnish sufficient information for the 

classifier module (refer to Thesis statement 2). 

Subsequently, I pursued my investigation with the assumption that utilizing an ensemble method 

based on weighted aggregation of individual feature scores could potentially enhance classification 

performance or, at the very least, reduce the number of required features. To validate this hypothesis, 

I adopted a Taguchi-type DoE design, conducting a low number of trials. The experimental results 

confirmed the hypothesis (refer to Thesis statement 3). 

Continuing my research, I operated under the hypothesis that the classification performance 

achieved by the five well-known classification algorithms used previously could be surpassed, or at 

least matched, by employing the relatively new CatBoost algorithm. The experimental results also 

confirmed this hypothesis (refer to Thesis statement 4).  
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