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1 Introduction 

 

 

“Two things are infinite: the universe and human stupidity; and I'm not sure about the 

universe.” 

Albert Einstein 
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1.1 Historical background 

People who are interested in human history are usually classified into two groups, the ones who 

are interested in the history of past are called historians, and the other group which is interested 

in the future and are called futurologists. In this dissertation we discuss energy production and 

transformation, which was started about four centuries ago with the invention of the steam 

engine. This historical background influenced climate change. In contrast to that there is the 

futuristic aspect of energy production, which could be based on atomic nuclear fusion. Such a 

technique could be operational in the second half of the twenty-first century, perhaps as early 

as 2050. By then, several European countries are aiming to reach carbon neutrality (net zero 

carbon dioxide emissions)1. Between the historic aspect of the ‘carbon-based’ past and the 

futuristic aspect of our possible ‘nuclear-based’ future, there must be a transition period. In 

this case the most important challenge during this transition could be the chemical reduction 

of CO2 to more useful compounds (Figure 1). 

 

 

Figure 1: Energy production types through history. 

During the current industrial phase of the global civilization, energy production is mainly based 

on combustion (Figure 1, left). Sooner or later, this method will be replaced by nuclear fusion 

(Figure 1, right), until then, we must get through a transition period (Figure 1, middle) in the 

near future, within which the world must focus on CO2 management.  
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1.2 Trend of the energy sector 

According to the Statistical Review of World Energy consumption created by British Petroleum 

(BP)2, the growth of the world population is reflected in an increasing energy demand of all the 

economic branches. Consequently, the annual consumption of primary energy in the world is 

constantly increasing (Figure 2). 

Figure 2 Global energy consumption between 1990 and 2018 in million tonne of oil 

equivalent2. 

The primary global energy consumption in the world do not stop increasing (Figure 2). The 

total energy consumed in the year 2018 is equal to 13864.9 million tonne of oil equivalent 

(mtoe). The growth rate of the global energy consumption is 2.9% in 2018. It is the double of 

the “10-year growth increasing average” of 1.5% and is the fastest since 2010. Oil, natural gas, 

and coal are the most consumed fuels in the world (Figure 2), whereas the rate of natural gas 

consumption is increasing the fastest, as demonstrated by its 40% increase. Of course, the 

consumption of each fuel grew, and renewables and hydroelectricity were not exceptions2. 

With limited fossil-fuel resources, asking the question of which new sources of energy will be 

most suitable for the future is unavoidable. It is certain that the growth in energy demand will 

continue especially in emerging countries and eliminating carbon dioxide from the equation of 

the power sector is perhaps the most important challenge facing the global energy system over 

the next 30 years. 
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1.3 The energetic transition 

Energy, the basic element that every nation need, is now being intensely investigated and being 

probed by the scientific world in order to find its sustainable forms3. Declining energy 

resources combined with its increasing demand, as well as the environmental impact (global 

warming and climate change) led to what is called “Energetic Transition”. Energetic transition 

is nothing but the progressive replacement of fossil-fuel energy sources (oil, natural gas, coal) 

by renewable energy sources (solar energy, wind energy, water energy, biomass). 

 

1.3.1 Biofuels 

As an alternative of fossil fuels, biofuels are produced from biomass through contemporary 

processes. They can be produced from plants, or from agricultural, commercial, domestic, 

and/or industrial wastes of biological origin)4. 

 

Figure 3: Biofuel production in different regions2. 

From 2012, more and more biofuels were produced each year (Figure 3). The total world 

production reached 95371 mtoe in 2018. North America (39.5 mtoe) is the largest producer in 

the world, followed by South and Central America (25.5 mtoe), Europe (15.9 mtoe), and then 

the rest of the world. 

The average growth of biofuel production reached 9.7% in 2018, which is the highest growth 

since 2010 and slightly above the 10-year average2. Though biofuels have a number of 
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advantages over fossil fuels, their integration into the fuel supply chain has some limitations. 

In fact, the production of biofuels requires growing crops, which means that an excessive use 

of water will be needed, and the use of fertilizers. In addition to that, crops cannot grow in 

every region of the globe. Also, the amount of biofuel produced in the world is almost 

negligible compared to the total energy consumed. 

 

1.3.2 Hydrogen based electricity 

Hydrogen fuel is considered as a zero CO2 emission fuel while it reacts with oxygen. It is 

mainly used in fuel cells and internal combustion engines. It has been adapted to function 

in vehicles such as cars and buses for many years. It is also used as a fuel for spacecraft 

propulsion5. 

 

Figure 4: Hydrogen based electricity consumption2. 

The production of electricity from hydrogen-based processes is also growing (Figure 4). The 

world has consumed 948.8 mtoe of hydrogen-based energy in 2018 and its production trend 

suggests that this will continue to increase. 
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1.3.3 Nuclear-based electricity 

To generate nuclear power, nuclear reactions have to be used for the release of nuclear heat 

energy, which is used in steam turbines to produce electricity in a nuclear power plant. In 

addition to all the risks of disastrous nuclear explosions, the nuclear plants generate radioactive 

nuclear waste, which might can have a detrimental effect on the human race for generations. 

Thus, scientists are turning to developing nuclear fusion instead of the fission of uranium and 

plutonium6. 

 

Figure 5: Nuclear-based electricity consumption2. 

Global nuclear-based energy consumption increased at a rate of 2.4% since 2013, reaching 

611.3 mtoe in 2018. However, during the last 25 years, it has been continuously fluctuating. 

For example, the amount consumed in 2018 is lower than that consumed in 2006 (Figure 5). 

This type of energy production has still not reached sustainability. 

 

1.3.4 Renewable energies  

Renewable energy has a vital role to play in meeting the challenge of eliminating CO2 

emissions. Nevertheless, its production is not stable, and depends highly on the weather and 

other factors. Given that energy consumption fluctuates drastically as well, the development 

of various energy storage procedures also necessary7. 
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Figure 6: Renewable energy consumption2. 

Renewable energy consumption exponentially increases in different locations of the world 

(Figure 6). Renewables sources of energy are promoted to be the most favorable substitute for 

fossil fuels. Asia-Pacific areas of the word seems to lead in terms of the renewable energy 

amounts consumed (225.4 mtoe) followed by Europe (172.2 mtoe) and North America (118.8 

mtoe). Interesting to note that the largest concentrated solar farm is located in Morocco, which 

is called Noor (meaning light in Arabic). 

 
In 2018, renewable energy in power generation (excluding hydro) increased by 14%, slightly 

below the 10-year average growth (16%). China alone contributed in 45% of the global 

growth. 

Compared to solar energy (131 TWh), wind contributed more to the growth of renewable 

energy (142 TWh), and it has accounted for around 50% of the renewable energy generated in 

the last few years. Solar has constantly increased its share and now represents 24%. 

 

1.3.5 Energy storage problem 

Although there are several ways to store energy, not all of them have the same storage capacity 

and duration (Figure 7). 
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Figure 7: Characteristics of different energy storage types8. 

Batteries are the most used devices for energy storage. The storage power and the discharge time 

can vary according to their type. Flywheels, high power superconductors and the magnetic 

energy storage methods have the lowest potential for energy storage. The best energy storage 

methods are the compressed energy storage systems, the pumped hydrogen power systems 

and the hydrogen fuel cells because of their ability to store high quantities of energy for a long 

time. 

It is important to note that large-capacity energy storage methods are badly needed in order to 

support the extensive use of renewable electricity. The renewable electricity production 

strongly depends on the weather, and thus, its production is highly fluctuating. Unfortunately, 

the electricity consumption is also fluctuating, but in a different way. Therefore, the storage 

problem of renewable electricity should be solved7. The high capacity of energy storage can be 

completed with Substitute Natural Gas (SNG). Storing energy in chemical bonds by recycling 

of carbon dioxide via hydrogenative reductions can be the most convenient way of storing 

renewable electrical energy9. 

1.4 CO2 management 

The aim of energy transition is to reduce CO2 emissions. The valorization of this molecule 

presents an additional opportunity to achieve this goal. Instead of letting carbon dioxide escape 

into the atmosphere, it can be captured where it is generated such as the industrial or 
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biochemical processes10. Then, through chemical transformations, added-value molecules can 

be created allowing it to be recycled. This process is called Carbon Capture and Usage (CCU)11. 

1.4.1 CO2 emission and climate change 

The harmful effect of carbon dioxide emitted into the atmosphere is a well-known issue, and 

research in environmental protection is a challenge nowadays12. CO2 emissions continue to 

increase as shown in Figure 8, as a result of the consumption of fossil fuels13, which is one of 

the factors behind global warming and the acidification of the oceans14. 

 

Figure 8: World CO2 emission in the 2008-2018 time period2.  

From Figure 8 we notice that since 2009 the amount of global CO2 emissions is continuously 

increasing and it reached 33890.8 Mt in 2018 with a growth rate of 2.0%, which is the fastest 

in the last seven years. 

 

Figure 9: CO2 emission in Hungary between 2008-20182. 
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In Hungary, the CO2 emission seems to be fluctuating between 50.3 Mt and 42.3Mt except for 

the year 2008 where the emissions reached the highest value 54.4 Mt as shown in the Figure 9. 

 

1.4.2 CO2 and economy  

An increasing and successful economy requires an increasing amount of energy production, 

which in the current ‘combustion period’ means an increasing production of CO2. Reducing 

the present production rate could lead to an economic collapse unless different energy 

production methods are introduced. In the meantime, serious efforts must be made to reduce 

CO2 emission and its concentration in the atmosphere9. 

 

1.4.3 Carbon Capture and Storage (CCS)  

Most of the solutions proposed to reduce CO2 emissions until now are mainly Carbon Capture 

and Storage (CCS) methods15 which are not definitive solutions to eradicate the excess of CO2 

from the atmosphere16. For example, some ocean scientists think that ocean storage of CO2 

might be a good idea. In this case, the gas would be injected and trapped into the deep ocean17, 

but it is unlikely to remain there permanently. 

 

1.4.4 Carbon Capture and Usage (CCU) as potential energy storage methods 

From a chemical point of view, the best solution would be the total transformation of carbon 

dioxide into products that have higher value18,19, and in this way the produced renewable energy 

can also be stored20. It could be used to carry out the reactions and convert carbon dioxide 

chemically into different molecules for the sake of energy storage21. These molecules can be 

used not only for the storage and production of energy, but to produce other chemicals in a 

renewable basis22. The necessary hydrogen could be obtained from the electrolysis of water 

using renewable electrical energy23, or steam reforming of natural gas24 which should 

contribute to the decrease of CO2 emission9. 
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Figure 10: CO2 Valorisation by chemical reactions. 

A more feasible option to handle CO2 could be using it as a reactant in the formation of more 

complex molecules such as polycarbonates, urea and alkenes. The ability to use these 

molecular end products in other processes is indicative of their increasing value, and can thus 

be considered an added-value product compared to CO2, which is essentially an unwanted 

by-product of combustion and a strong contributor to global warming and climate change. 

(Figure 10). Such an application would decrease the amount of CO2 released into the 

atmosphere and significantly reduce the carbon footprint associated with economic 

development in these, the last days of the combustion era and the beginning of our energy 

transition period towards more sustainable energy sources. 

 
By the hydrogenation of CO2, energy can be stored in chemical bonds (Figure 10). The 

reduction of carbon dioxide could lead to formic acid, formaldehyde, methanol and methane 

by decreasing the oxidation state of carbon. 
 
Extensive research efforts have been made to find novel methods for CO2 recycling. In order 

to produce hydrocarbons which are used as fuels and basic reagents to synthesize other 

chemicals in a competitive manner to petrochemistry, reduction and the formation of new C-

C, C-O and C-N bonds were combined. For example, methanol is a suitable product of the 

reduction of carbon dioxide because of its high energy density and its ability to be reintroduced 

into other chemical processes as feedstock to produce more advanced chemical compounds19. 
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It is expected that methanol will play a growing role in future non-fossil fuels and getting it 

from the valorization of carbon dioxide is very promising21. 

1.5 The methanol synthesis 

Between the different methanol production processes, CO2 can be reduced chemically, or 

introduced first in a reverse water-gas shift reaction (RWGS) as a fraction of synthesis gas25. 

In the last decades CO2 hydrogenation to methanol has been a widespread subject of interest, 

large variety of solid catalysts have been designed and tested26. However, the reduction 

mechanism is still a debated subject and new processes are proposed27. 

1.5.1 Route of CO2 reduction 

The reduction involves the uptake of a hydrogen atom, a process which may be achieved by 

electrochemical reaction or by catalytic hydrogenation (Figure 11). 

 

 

Figure 11: Stepwise reaction of carbon dioxide hydrogenation to achieve methanol and 

methane. Cat refers to catalytic reaction. The dashed arrows represent side reactions. 

The reduction stages of CO2 can be described by the production of three isolatable 

intermediates, such as HCOOH, H2CO, CH3OH and the final product, CH4
28. Step 5 can be 

considered as a side reaction where through two steps carbon monoxide is formed as an extra 

intermediate. 
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.29on Cu2 Proposed reaction mechanism for the synthesis of methanol from CO :12Figure  

Most of the mechanisms proposed for the synthesis of methanol on the surface of Cu catalysts 

only describe the metal-bound phase (Figure 12). After the adsorption of CO2 and hydrogen, 

formate is formed. It is generally considered to be the most stable intermediate. Then, by the 

successive hydrogenation of intermediates, formate is transformed into methoxy before 

undergoing a final hydrogenation into methanol.  

 

1.5.2 Side reactions 

Several side reactions (e.g. leading to hydrocarbons) could also occur during the hydrogenation 

of CO2. CO2 and H2 are considered as synthesis gas that can produce complex hydrocarbons. 

The simplest hydrocarbons in this case are expected to be ethylene and ethane. 

At this stage it might be reasonable to point out that the following possible side reaction: 

2 CO2 + 6 H2                      H2C=CH2 + 4 H2O                    (R1)  

will lead to a valuable product (ethylene) which is a monomer for polyethylene formation, and 

it is very useful for other purposes in the chemical industry. 

 

1.5.3 Catalysts 

The nature of the catalyst is a key question both in terms of its effectiveness and in terms of 

how many of the 4 main steps (Figure 11) can be catalyzed in order to increase the rate of the 

formation of the targeted product while avoiding side products. In the following section, we 

have focused mainly on these two questions. 
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The catalysts used for CO2 transformation are mostly metal-based systems.  These systems can 

be divided into two groups, copper-based catalysts, and catalysts based on Au, Pd, Ni(x)In(y) or 

NiGa (Table 1 and Table 2, respectively). 

Table 1:  The performance of Cu-based catalysts in the conversion of CO2 to methanol. 

Catalyst 
T 

(°C) 

P 

(Mpa) 
H2:CO2 

WHSV 

(mL.g-

1.h-1) 

CO2 

Conversion 

(%) 

CH3OH 

selectivity 

(%) 

Ref. 

Cu/ZnO 250 3.0 3:1 18000 11.0 - 30 

Cu/ZrO2 260 8.0 3:1 3600 15.0 86.0 31 

CuO/ZnO 250 2.0 3:1 3750 8.6 45.0 32 

Cu/ZnO/Al2O3 270 5.0 3:1 4000 23.7 43.7 33 

Cu/ZnO/Al2O3/ZrO2 190 5.0 3:1 4000 10.7 81.8 34 

Cu/ZnO/Al2O3/Y2O3 230 9.0 3:1 10000 29.9 89.7 35 

Cu/ZnO/ZrO2/AlO3/SiO2 250 5.0 2.8:1 10000 - 89.7 36 

Cu/ZnO/Ga2O3/ 240 4.5 2.8:1 18000 27.0 50.0 37 

Cu/TiO2 260 3.0 3:1 3600 - 64.7 38 

Cu/ZrO2/CNTs 260 3.0 - 3600 16.3 43.5 39 

CuZnO/Ui-bpy 250 4.0 3:1 18000 3.3 100.0 40 

  

A wide variety of copper-based catalysts have been used to convert CO2 to methanol (Table 

1). The operating conditions are varied, but the temperature (T) and the ratio of the reactants 

was in most cases around 250 °C and 3:1 (H2:CO2), respectively. The pressure (P) varied 

between 3-9 MPa, and there was no special value applied for the Weight Hourly Space 

Velocity (WHSV). The results of the experiments were evaluated mainly by the conversion rate 

and selectivity of the final product. In five of the cases the selectivity was over 80%, and in the 

case of (CuZnO/Ui-bpy) it even reached 100%. However, the conversion yield was the lowest 

in this case (3.3%). In the case of the conversion parameter among all the catalysts, the highest 

measured value observed in literature is 29.9%, and it belongs to the Cu/ZnO/Al2O3/Y2O3 

system where the selectivity was equal to 89.7%. 
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Table 2: The performance of Au, Pd, NiIn and NiGa catalysts in CO2-methanol conversion. 

Catalyst 
T 

(°C) 

P 

(Mpa) 
H2:CO2 

WHSV 

(mL.g-

1.h-1) 

CO2 

Conversion 

(%) 

CH3OH 

selectivity 

(%) 

Ref. 

Au/ZnO 240 0.5 3:1 - 0.4 49.0 41 

Au/ZnO 240 5.0 3:1 - 1.0 70.0 41 

Pd/ZnO 250 2.0 3:1 3600 11.1 59.0 42 

Pd/ZnO/TiO2 250 2.0 3:1 3600 10.1 40.0 43 

PdZnO/CNFs 275 0.1 9:1 7500 3.3 12.1 44 

PdCuZnO/SiC 200 0.1 9:1 7500 - 80.9 45 

Pd/Plate Ga2O3 250 5.0 3:1 6000 17.3 51.6 46 

Ni3.5In5.3Al/SiO2 260 0.1 3:1 12000 3.8 2.3 47 

NiGa/SiO2 250 0.1 3:1 - - 98.3 48 

Pd/Mo2C 135 - 3:1 - - 95.0 49 

Pd/In 190 - 3:1 - - 94.0 50 

 

In the case of the non-Cu-based catalysts (Table 2), a pressure and temperature between 0.1 to 

5 MPa, and 200 to 275 °C was required. The ratio was kept in most of the cases to 3:1. The 

conversion in these cases was not excellent: the highest value was achieved in the case of the 

Pd/plate Ga2O3 system (17.3%). The highest selectivity is 98.3% and it was achieved with the 

NiGa/SiO2 catalyst, but in this case the conversion rate is not mentioned. 

The  catalysts currently used most often in industry are copper-based, thermally stable materials 

due to the use of alumina as a support structure , are mainly optimized for mixtures of synthesis 

gas (H2, CO and CO2), and are generally issued from natural gas reforming process.  

1.5.4 Industrial processes for methanol production 

The worldwide methanol production is mainly dominated by a few companies. The Imperial 

Chemical Industries (ICI) is accounting for 61% of the installed capacity with the Synetix 

process, and the Lurgi process for 27%9. Other processes exist such as the Mitsubishi Gas 

Company (MGC) process, but the main differences between all them remain in the type of the 

reactor design and the catalyst disposure (fixed bed reactor, fluidized bed reactor, tubular 

reactor…)9. Most current methanol production companies use methane as feed stock. Through 

hydrocracking, methane is transformed to syngas (mainly CO2, H2, CO) which is routed 

directly to a reactor where the catalytic methanol reaction takes place51. 
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1.6 Goal 

The chemical hydrogenation of CO2 to methanol by using renewable energies can be the key 

to solve the problem of renewable energy storage as well as to reduce CO2 emissions. However, 

carbon dioxide hydrogenation is a mechanistically complicated multi-step process. Therefore, 

it is indispensable to understand the mechanism. Computational chemistry tools can be used 

further to understand this process. 

This thesis is an assembly of three major computational chemistry studies: 

• A gas phase study: where all the molecular complexes that might be formed from the 

(CO2+4H2) reaction mixture are investigated and the most stable ones will be selected 

to be part of a newly designed network for the uncatalyzed carbon dioxide 

hydrogenation to methanol and methane. The energetics of the elementary steps 

constituting the network will be studied, and the efficiency of the most favourable 

pathway will be calculated. 

• An aqueous phase study: knowing that carbon dioxide can be absorbed by water as it 

happens in the oceans, an uncatalyzed water enhanced hydrogenation mechanism for 

CO2 conversion to methanol will be designed and thermodynamically studied. The 

efficiency of the preferred pathway will be calculated and compared to the gas phase 

results. 

• An aqueous phase catalyzed-like study: the major role of a solid catalyst in the methanol 

synthesis is the conversion of hydrogen molecules to hydrogen atoms (bond 

dissociation). To mimic this property of the catalysts, a catalyzed-like mechanism will 

be constructed involving hydrogen atoms instead of hydrogen molecules and studied 

energetically. Thereafter the efficiency will be calculated taking into account the 

hydrogen bond dissociation energy. 

These studies aim to provide a better understanding of this difficult process, and to identify and 

propose mechanisms to reduce the barrier height of the rate-limiting steps under different 

chemical conditions that can be directly applied to industrial settings. The findings can be 

applied in the near future to the design and development of new special-purpose catalysts for 

the ‘elimination’ of CO2 and to reduce its detrimental effects on our global ecosystem. 
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2 Computational methods  

“The history of science shows that theories are perishable. With every new truth that is 

revealed we get a better understanding of nature and our conceptions and views are 

modified” 

Nicolas Tesla (1856 – 1943) 
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2.1 Computational chemistry 

Computational chemistry uses the basics of quantum chemistry to predict molecular properties 

for a better understanding of nature from a chemical point of view. It describes a system’s 

physical properties using the wave function through the action of operators and determines 

through the Schrödinger equation (1) its energetic state. 

 ĤΨ = E Ψ                 (1) 

Here Ĥ is the Hamiltonian operator which describes the kinetic and potential energies of the 

system. Ψ is the electronic wave function and E is the total electron energy. 

Because of the vast computational demands required to solve the Schrödinger equation, many 

approximations are necessary. In most of the cases, quantum chemists assume that the motion 

of electrons is separated from that of the nuclei. In the Born-Oppenheimer approximation52, 

only the electronic part is solved, whereas the nuclear part is approximated. 

Thermodynamic properties (such as ∆rG, ∆rH, S, ∆fH°, pKa) of short-lived molecules, unstable 

intermediates, and transition states, can be calculated using computational chemistry methods. 

Thus, the reaction mechanisms can be examined quantitatively, and indicate when appropriate 

catalysts can be designed and applied to avoid potential by-products or side reactions.  

2.2 Level of theory 

The different theoretical approaches which corresponds to various approximations of the 

electronic Schrödinger equation with a certain accuracy are called the levels of theory. It has 

two degrees of freedom: one is the treatment of electron correlation, and the other is the basis 

set.  

2.2.1 Methods 

2.2.1.1 Ab initio molecular orbital theory 

Ab initio (from first principal in Latin) molecular orbital theory is used to predict the properties 

of atomic and molecular systems. It is based upon the fundamental laws of quantum mechanics 

and uses a variety of mathematical transformation and approximation techniques to solve the 

fundamental equations. the only inputs into an ab initio calculation are physical constants53. 

The most widely used approximation in quantum chemistry is the Hartree-Fock (HF) method54, 

as it forms the basis of more sophisticated molecular orbital methods. It is based on the 

assumption that the Slater determinant wave function of an electron cloud can be constructed 

from the corresponding  spin-orbital product55 and this can be extended to any number of 

electrons and thus, can be used to approximate the multi-electron wave function of the system. 
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The HF ab initio method does not address electron correlation within a system, which leads to 

a low computational time, but also a lower computational accuracy. 

To achieve higher accuracy, post-Hartree-Fock ab initio methods have been developed, within 

which the treatment of electron correlation is been included. The Møller–Plesset perturbation 

theory (MP)56 is one of those which has a relatively low computational cost, but it is ideal only 

if the electron correlation level is relatively low. Higher order perturbation methods can be 

derived from the Møller-Plesset expansion when it is truncated at the second (MP2)57, third 

(MP3) or fourth (MP4) order of perturbation. 

Another type of post-Hartree-Fock methods is the configuration interaction (CI) method. A 

special correction of this is the quadratic configuration interaction with single and double 

substitutions or QCISD58. Coupled cluster methods (CC)59 are used to describe multi-body 

systems constructing multi-electron wave functions and employing the exponential cluster 

operator to account for electron correlation. These methods apply series expansion, which 

results in the formation of determinants from the reference Slater determinant-like wave 

function, where one or more electrons are transferred to the unoccupied orbitals of the reference 

determinant.  A drawback of this method is that it is not variational. The CCSD60 (coupled 

cluster singles and doubles) method contains single and double excitations, while the CCSD(T) 

additionally includes the perturbative approximation of triple excitations. Currently, the 

CCSD(T) is the most precise electronic structure method still applicable for small systems. 

2.2.1.2 Density functional theory (DFT)  

The hybrid density functional theories (DFT)61 are the most popular quantum chemical 

approaches used to determine the electronic structure of the molecules. Also derives from 

quantum mechanics but instead of using the wave function to determine the properties of multi-

electron systems as it is done in ab initio methods, these methods uses the electron density 

function to calculate the energy using an exchange-correlation functional. 

A large number of different functionals are parameterized by using experimental or highly 

accurate ab initio data. The B3LYP (Becke, 3-parameter, Lee-Yang-Parr)62,63 is one of the most 

well-known DFT and tested methods in computational chemistry. This functional64 employs 

three empirical parameters65,66. Originally, it has been tested on 56 atomization energies, 42 

ionization potentials, 8 proton affinities, and 10 total atomic energies of first and second-row 

systems and it was found that this functional fit experimental atomization energies with an 

impressively small average absolute deviation of 2.4 kcal/mol67. In terms of calculation time, 
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the B3LYP is generally faster than most of the post-Hartree-Fock methods and usually provides 

comparable results, which is especially hold for geometry.  

The ab initio methods discussed so far provides accurate geometry, but to get more precise 

energy calculations results, higher-level methods such as CCSD, QCISD, CCSD(T), 

QCISD(T) are recommended.  However, it has to be noted that using high level of theory 

methods costs a longer calculation time.  

2.2.2 Basis set 

A basis set is a collection of mathematical functions used to construct the quantum mechanical 

wave function of a molecular system. All of the previously mentioned electronic structure 

methods require a basis set to describe the electronic wave function. In principle, if the number 

of the mathematical functions used is high, the description of the electronic structure would be 

more accurate, and again, the drawback is the higher computing time. The minimal basis sets 

contain the minimal number of basis functions needed for each atom. The most common 

minimal basis set is STO-nG, where n is an integer. This n value represents the number of 

primitive Gaussian functions that comprise a single basis function. The STO-3G for example 

uses three Gaussian primitives per basis function, it is referred by “3G”, “STO” stands for 

“Slater-Type Orbitals”68. However, the computation of the integrals is greatly simplified by the 

use of Gaussian-type orbitals (GTO)69 for basis functions, however Gaussian functions are 

relatively fast to compute. The basis set can be made larger by increasing the number of basis 

functions per atom. Split-valence basis sets such as Pople basis sets70, are defined as X-

YZg.  X is the number of Gaussian primitives comprising each core atomic orbital basis 

function. The Y and Z indicate that the valence orbitals are composed of two basis functions 

each, composed of a linear combination of Y and Z primitive Gaussian functions, respectively. 

In this case, the presence of two numbers after the hyphens implies that this basis set is a split-

valence double-zeta basis set. Split-valence triple- and quadruple-zeta basis sets are denoted 

as X-YZWg, X-YZWVg, etc. There is one basis function for the core electrons and two or 

more for the valence. When the core orbital is made of 6 Gaussians and the valence is described 

by 2 orbitals (first is derived from 3 Gaussians and the second from 1) the basis set is called: 

6-31G. Polarization can also be added to the non-hydrogen (d) and  the hydrogen atoms as well 

(p)71. 

Ones of the most widely used basis sets are those developed by Dunning and coworkers72 

abbreviated as (aug-) cc-pVNZ, where the size of the basis grows with N. The term VNZ refers 

to “valence X-tuple zeta” where N=D,T,Q,5…(Double, Triple, Quadriple, etc.).  The “cc-p”, 
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stands for “correlation-consistent polarized” indicating that more functions with higher angular 

momentum quantum numbers are involved, and the “aug-” means “augmented” and indicates 

the inclusion of diffuse functions. For period-3 atoms (Al-Ar), additional functions have turned 

out to be necessary; these are the cc-pV(N+d)Z basis sets. 

2.3 Composite methods 

Quantum chemical composite methods are a combination of several computational 

chemistry methods aimed at achieving high accuracy at a relatively low cost. They are also 

called thermochemical recipes and are commonly used to calculate thermodynamic properties 

of molecules in chemical reactions. Various families of these exist, including Gaussian (Gn)73, 

Complete Basis Sets methods (CBS)74, and also Weizmann (Wn)75. The W1 protocol is based 

on the B3LYP/cc-pV(T+d)Z method63 for geometry optimization76 and frequency 

calculation77, followed by coupled cluster calculations for the thermochemical parameters. 

This protocol will be used for the calculations done in this work 

2.4 Solvent model 

To compute reactions in an aqueous phase, the solvent effect on the reaction has to be taken 

into account. To do this, different solvent models can be used, and are usually described as 

implicit or explicit solvent models.  

2.4.1 Implicit models 

Implicit or continuum solvent models, are models based on the assumption that explicit solvent 

molecules can be replaced by a homogeneous polarizable medium as long as this medium yield 

results that are an acceptable degree of accuracy to the explicit solventn78. Generally, for 

implicit solvents, the solute is encapsulated in a cavity containing the solute within the solvent 

continuum. The dielectric constant of the mimicked solvent is the value responsible for 

defining the degree of polarizability of the solvent continuum. The charge distribution of the 

solute affects the continuous dielectric field at the interface and polarizes the surrounding 

medium, which then causes a change in the polarization of the solute. This defines the solvation 

potential, the response to the change in polarization induced by the solvent on the solute. 

Several standard models exist and have all been used successfully in a number of situations. 

The Polarizable Continuum Model (PCM) is a commonly used implicit model and has seeded 

the birth of several variants79. 
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2.4.2 Explicit models 

Explicit solvent models treat the solvent molecules explicitly. This is a more realistic picture 

since there are direct, specific solvent interactions with the solute, in contrast to continuum 

models. These models generally occur in the application of molecular mechanics (MM) and 

molecular dynamics (MD). 

2.5 Potential energy surface and reaction mechanism 

A potential energy surface (PES) is a multi-dimensional mathematical representation of the 

energy variations happening during chemical reactions as a function of the configuration of the 

system.  

 

Figure 13: Schematic representation of a 2D potential energy surface (PES). 

In order to explore the steps of a reaction, i.e. the reaction mechanism, the initial reactants, the 

final products and the intermediate structures as well as the transition structures of a reaction 

pathway have to be determined (Figure 13). The PES diagram helps to visualize and compare 

the energy levels of the reactants, products, intermediates, as well as the energy barriers, and 

therefore distinguish the rate limiting steps and select the preferable pathways for the reaction. 

Geometry optimization generally attempt to locate minima on the potential energy surface, 

thereby identifying equilibrium structures of molecules in the system. Optimizations can also 
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locate transition state structures in the system. At both minima and saddle points, the first 

derivative of the energy with respect to all internal coordinates, known as the gradient, is zero. 

The structure at these stationary points may correspond to a minimum (either a reactant, 

reaction intermediate, or product) or to a saddle point, which is a minimum in one direction of 

the PES, and a maximum in one or more directions. First-order saddle points, which are a 

maximum in one direction and a minimum in all other directions, correspond to transition-state 

structures. This is determined by calculating the Hess matrix. 

The first critical step that has to be made before any quantum chemical calculation is to build 

the initial structure which is close enough to the sought structure. The Gaussian 09 program80 

can determine optimized structures by changing the structural parameters and calculating the 

corresponding electronic energy and the nuclei-nuclei repulsion energy (their sum is the so-

called total energy, Etot) at the selected level of theory. The minimum energy structure is formed 

when all the convergence criteria are fulfilled. The optimization is done as the following, in 

each iteration of the geometry optimization, the maximum remaining force on an atom in the 

system as well as the average mass weighted force constant on all atoms together has to be 

checked, and their values must be smaller than the corresponding threshold value. Furthermore, 

two other criteria also have to converge (maximum displacements). The maximum structural 

change of one coordinate, and the average standard deviation (RMS) change over all structural 

parameters in the last two iterations. Once the values of all four criteria fall below the given 

threshold, the optimization is considered as complete. After optimization, frequency 

calculation at the optimized geometry of the predicted structure will confirm if that is in fact a 

minimum. Frequency calculations consider the nuclear vibration in the molecular systems as if 

they are in their equilibrium states. If the geometry is optimized into a minimum, the gradient 

is zero, and the force constant matrix determines the behavior of the system under small 

displacements.   

The Gaussian 09 program package80 was used to carry out the calculations described this work. 

Detailed mechanisms of the uncatalyzed CO2 hydrogenation to achieve methanol in gas phase 

and in aqueous phase have been studied thermodynamically. After that, a catalyzed-like 

aqueous phase mechanism has also been described. The W1 protocol has been chosen to carry 

out all the calculations  
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2.6 Gas phase calculations  

As the hydrogenation of carbon dioxide is a complicated process, various computational 

chemical tools (combinatorial chemistry83 in combination with ab initio calculations followed 

by thermodynamic calculations using the W1 protocol) have been applied to understand the 

mechanistic details of the process. The molecular complexes were generated using the 

MOLGEN 5.0 software84, and after that, all the generated structures were optimized.  

2.6.1 Structure generation  

If the nuclei and chemical bonds are considered as the nodes and the edges of a graph, 

respectively, the enumeration of all the molecules corresponding to our stoichiometry 

(CH8O2) from a graph theory84 is be possible. A certain number of atoms with a limited number 

of different valences defines the number of constitutional isomers85. All possible stoichiometric 

isomers of CH8O2 are generated by allowing carbon to form 2 or 4 chemical bonds, while 

hydrogen and oxygen to form 1 and 2 chemical bonds, respectively. This graphical 

representation is extended to three dimensions by the means of the atom-type specific 

geometric parameter set obtained from the MM2 force field. This procedure yielded 27 three-

dimensional molecular configurations of the CH8O2 formula using the Molgen 5.0 program84. 

These configurations are used as initial structures in the search for local minima on the 

multidimensional potential energy surface for all the species. 

2.6.2 Quantum chemical calculations 

Additionally, the W1BD composite method75 was selected to calculate all of the species. The 

W1BD method is the Brückner doubles variation of the Weizmann-1 (W1)86 calculation 

scheme. The BD algorithm, which is employed in this method, involves macro iterations to 

update the orbitals75. A network of geometrically optimized reactants, intermediates and 

products for the uncatalyzed hydrogenation of CO2 to methanol and methane is proposed. 

Beside the stable species, all transition states (TS) were also characterized by using the W1BD 

lmethod. The transitions states have also been verified by normal mode analysis and IRC 

(Internal Reaction Coordinates)87 calculations. All the calculations were carried out with the 

Gaussian 09 software package80. The overall potential energy surface (PES) was constructed 

from the individual relative energies of the obtained structures. 
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2.7 Aqueous phase calculations 

2.7.1 Uncatalyzed mechanism 

A reaction mechanism involving a water molecule and protonation steps has been constructed 

starting with an initial reactant mixture of CO2, 3H2, H2O, and H3O
+. All the thermodynamic 

properties of the involved species and transition states have been computed at standard 

conditions by using the Gaussian 09 program package80. The Potential Energy Surface (PES) 

of the studied reaction has been analyzed and the important points (minima, TS, etc.) have been 

located. IRC calculations have been used to verify the transition states are located between the 

corresponding minima. Initially, the calculations have been carried out by using the B3LYP 

density functional theory (DFT) method88,89 in combination with the 6-31G(d) basis set69. To 

further improve the accuracy of the analysis, the structures have been recalculated by using the 

W1U (Unrestricted Weizmann-1) composite method75,86,90. In our previous work (gas phase)91, 

the W1BD75 protocol was applied for gas phase calculations, but it is not applicable in this 

case. The BD algorithm is not compatible with the SCRF implicit solvation model92. Thus, the 

W1U method was selected instead and the solvent effect have been mimicked by using the 

conductor-like polarizable continuum model (CPCM)93,94.  To validate the choice of W1U, it 

was compared to W1BD in gas phase calculations and they gave almost identical results within 

less than 1 kJ/mol deviation (see section 2.8.3).  

2.7.2 Catalyzed-like mechanism 

In catalyzed hydrogenation reactions, the hydrogen molecule is first split into hydrogen atoms. 

Thus, the hydrogen addition reactions are replaced by atomic hydrogenations (H•). Using 

CO2+6H•+H2O+H3O
+ as reactants, the thermodynamic properties of the intermediate species 

and transition states for the formation of have been computed at standard conditions using the 

Gaussian 09 program package80. The new reactions were first calculated using the 

B3LYP/6-31G(d) level of theory69 to pre-locate the minimas and transition states of the of the 

system. The energies of the reactions were subsequently recalculated by using the W1U 

(Unrestricted Weizmann-1)75,86,90 composite method for higher accuracy. Internal Reaction 

Coordinate (IRC)87 calculations have been carried out to verify that the transition states are 

located between the corresponding minima. Relaxed energy scans have been carried out to 

verify the barrierless reactions. In one case, a rigid energy scan (discussed in section 3.3) was 

performed by freezing an inter atomic angle to avoid some undesirable interactions. Since this 

reaction takes place in the aqueous phase, the solvent effect has been mimicked by using the 

conductor-like polarizable continuum model (CPCM)93,94.  
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2.8 Methods validation 

2.8.1 Gas phase 

To estimate the accuracy of the theoretical level and to determine its appropriateness as a 

method for our system, the heat of formation of 10 optimized structures have been calculated 

using the Feller-Helgaker extrapolation procedure81,82 and the W1BD composite method and 

compared to experimental values (Table 3). To achieve the results using the Feller-Helgaker 

extrapolation, all structures had to be geometrically optimized with the MP2/aug-cc-pVTZ 

level of theory95,96. Then, the outputs are submitted for single point calculations using the 

CCSD(T)97 method combined with the cc-pVTZ, cc-pVQZ, and cc-pV5Z72 basis sets.   

 

Table 3: Heat of formation (fH0) of 10 optimized structures calculated by using the Feller-

Helgaker (F.H.) extrapolation and the W1BD method and compared to experimental values 

from the literature. All values are in kJ/mol. 

Both methods yield results are in good agreement with the experimental values. However, the 

average deviation as well as the maximum deviation are smaller in the case of the W1BD 

method. Thus, it was selected for further calculations. 

Species 
fH0   

Experiment Ref. 
fH0 

F.H.  W1BD F.H.  W1BD 

HCOOH -373.62 -381.11 -378.80 98 5.18 2.31 

CO -106.81 -110.17 -110.53 99 3.72 0.36 

CH2 430.42 428.76 428.80 100 1.62 0.04 

CO2 -388.14 -394.67 -393.51 99 5.37 1.16 

H2CO -107.25 -110.59 -108.70 98 1.45 1.89 

CH3OH -202.04 -205.11 -201.00 98 1.04 4.11 

CH4 -72.65 -76.43 -74.60 98 1.95 1.83 

H2O -244.70 -244.31 -241.81 101 2.89 2.50 

H2O2 -137.69 -134.38 -135.77 101 1.92 1.39 

H3COOH -128.07 -130.50 -131.00 102 2.93 0.50 

    Average 2.81 ± 1.53 1.61 ± 1.21 

    Max. dev. 5.37 4.10 
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2.8.2 Aqueous phase 

In the aqueous-phase calculations, the unrestricted version of the W1 method (W1U) has been 

chosen. To estimate the accuracy of the level of theory used in this case, calculations have been 

carried out to study reaction enthalpies of a simple mechanism which is close to our system 

(converts CO2 and hydrogen to methanol and methane, Figure 14). The results have been 

compared to experimental values (Table 4) by using the heat of formations of the species 

available in the literature102. 

 

Figure 14: Reaction steps of CO2 hydrogenation to methane. 

The envisaged test reaction includes successive H2 addition steps, where the formic acid, 

formaldehyde and methanol are formed, leading to the formation of methane (Figure 14).  

 

Table 4: Comparison of the computed enthalpy changes (Δ𝐻𝑟
𝑜) of each molecule produced 

through elementary reaction steps and their respective experimental gas phase enthalpy of 

formation (ΔΔfH
0

exp) differences. The calculated and experimental values have also been 

compared and listed in the table (Calc-Exp). 

 Δ𝐻𝑟
𝑜 (kJ/mol) ΔΔf𝐻𝑒𝑥𝑝

𝑜 (kJ/mol) Abs. dev. 

(kJ/mol) Calc Exp 

CO2 + 4H2 0.00 0.00 0.00 

HCOOH + 3H2 13.93 14.91 0.98 

H2CO + 2H2 + H2O 40.08 35.78 4.30 

H3COH + H2 + H2O -53.78 -49.81 3.97 

CH4 + 2 H2O -169.16 -165.02 4.14 

The highest absolute deviation between the computed and the experimental values was 

obtained for the H2CO + 2H2 + H2O reaction and is equal to 4.30 kJ/mol. All in all, it can be 

considered that our computed results are precise and applicable to study CO2 hydrogenation 

reactions. 
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2.8.3 Results comparability 

In order to be able to compare the results calculated using two W1 sub-protocols (W1BD and 

W1U), we have to prove that they have very similar results for the same calculations (Table 5).  

Table 5: Comparison of the computed absolute deviations of the results of the two arbitrarily 

chosen molecules formaldehyde and methanol using the W1BD and W1U protocols. 

 
Abs. Dev. of the results 

from W1BD and W1U 
Energies 

(kJ/mol) 
 Formaldehyde Methanol 

ZPE 0.000 0.000 

Thermal Energy 0.000 0.000 

Tot. Energy 0.985  0.396 

 

The highest deviation between the two methods is less than 1 kJ/mol. Thus, it can be concluded 

that the W1U method is applicable and the two methods can be compared.  
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3 Results and Discussion  

  

“The world is a book, and those who do not travel read only a page” 

Saint Augustin 

Born, lived, and died in Algeria 

 (354-430) 
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This chapter is a collection of the results of three major computational chemistry studies: 

The first part of the results section is dedicated to the gas phase results. The results of the 

combinatorial chemistry calculations used to select the most stable molecular complexes 

identified the (CO2+4H2) reaction mixture will be shown. The selected molecules will be used 

to design a network for the uncatalyzed hydrogenation of carbon dioxide to methanol and 

methane. The results of the energetically studied network will be presented, and the efficiency 

of the most favorable pathway will be calculated. 

After that, the aqueous phase results will be listed. It is a mechanistically studied water 

enhanced hydrogenation mechanism for CO2 conversion to methanol. The efficiency of the 

preferred pathway will be calculated and compared to the gas phase results. 

In the end, the results of the aqueous phase catalyzed-like study will be shown. This study has 

been made to mimic this special property of the solid catalysts to split the hydrogen molecules 

to hydrogen atoms. A catalyzed-like mechanism will be constructed and studied energetically, 

and the efficiency will be calculated taking into account the hydrogen bond dissociation energy. 

3.1 Gas phase results 

All the possible molecules and molecular complexes that can be described by the CH8O2 

formula and involved in the gas phase uncatalyzed CO2 hydrogenation to methanol and 

methane (e.g. CO2 + 4H2, CH4 + 2H2O) have been investigated91. By selecting the most stable 

intermediate molecules, a network of the hydrogenation process has been constructed. The 

thermodynamics of stable species and all the energy barriers were calculated using 

computational chemistry tools103, and the most favorable pathway leading to methanol and 

methane has been selected. The structures have been generated by using the MOLGEN 5.0 

software84 and optimized by using the Gaussian 0980 program package. the corresponding 

relative Gibbs free energy values were plotted against the relative entropies (Figure 15) to 

compare the stability of the species. Since the reactant mixture is CO2 + 4H2, we have decided 

to consider it as a reference level. 

The relative Gibbs free energy of every (X) structure will be calculated as follows: 

Δ𝐺𝑟
𝑜

 = Δ𝐺(𝑋) – Δ𝐺𝑟𝑒𝑓                                                        (2) 

The relative enthalpy and entropy were derived analogically. 
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Figure 15: Thermodynamic properties of the stable molecules comprised of the CH8O2 

formula which could be involved in CO2 reduction. Relative Gibbs free energy (Δ𝐺𝑟
𝑜) and 

entropy (Δ𝑆𝑟
𝑜) were computed using the W1BD method for the molecular composition 

obtained by combinatorial tools. Molecules in the triplet electronic state are signed by tr. The 

red line defines the highest energy level of the stable section (>300 kJ/mol). The oxidation 

state of the most stable structures is shown in green. The energy of CO2 + 4H2 species is 

considered as the reference level and is highlighted with a red dot.  

 

Considering the number of molecular complexes generated by the CH8O2 formula (26 

complexes), the Figure 15 shows well-separated groups of species in a function of the entropy. 

The yellow triangles represent the three-, the blue squares the four-, while the black diamonds 

the five-membered complexes (Table 6). Only the methanol and methane complexes have 

lower free energy compared to the reference and both complexes have significantly lower 

entropy compared to the reference. This total entropy lowering could be hindered by the 

positive influence of the temperature on the equilibrium. We have considered the complexes 

having a relative Gibbs free energy lower than 300 kJ/mol as relatively stable.  
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Table 6: Thermodynamic properties of the molecular complexes generated using the CH8O2 

stoichiometry calculated at the W1BD level of theory. 

 
Species 

Δ𝐺𝑟
𝑜 Δ𝐻𝑟

𝑜 ΔS° 

 (kJ/mol) (J/mol K) 

5
 M

o
le

cu
le

s 
CO+H2O+3H2 40.27 27.70 42.15 

CH2+O2+3H2 948.93 936.73 40.90 

trCH2+O2+3H2 910.53 896.52 47.00 

CH2+trO2+3H2 825.63 810.72 50.03 

trCH2+trO2+3H2 787.24 770.51 56.12 

Cycle_CO2+4H2 588.46 579.78 29.11 

4
 M

o
le

cu
le

s 

HCOOH+3H2 13.65 42.14 -95.56 

H2CO+H2O+2H2 39.94 58.22 -61.32 

C(OH)2+3H2 186.34 214.61 -94.84 

HCOH+H2O+2H2 257.86 275.93 -60.61 

HC-O-OH+3H2 522.99 545.24 -74.62 

CH2+H2O2+2H2 689.22 706.02 -56.34 

trCH2+H2O2+2H2 650.83 665.81 -50.25 

CH2+2H2O+H2 335.07 346.44 -38.15 

trCH2+2H2O+H2 296.67 306.23 -32.05 

H2CO2+3H2 396.79 425.92 -97.68 

CH4+O2+2H2 443.82 465.19 -71.69 

CH4+trO2+2H2 320.52 339.18 -62.57 

CH2+H2O-O+2H2 879.74 895.52 -52.91 

trCH2+H2O-O+2H2 841.35 855.31 -46.81 

3
 M

o
le

cu
le

s 

CH3OH+H2O+H2 -54.49 -1.62 -177.33 

CH4+2H2O -170.04 -125.10 -150.74 

CH2(OH)2+2H2 -3.47 59.90 -212.51 

H3COOH+2H2 264.34 327.85 -213.03 

CH4+H2O2+H2 184.11 234.48 -168.93 

CH4+H2O-O+H2 374.64 423.98 -165.50 

It is important to note that CO formation (third most stable complex) has an entropy increasing 

by 40 kJ/mol.K, therefore, it would be a preferred way to improve CO2 reduction by increasing 

the temperature. This complex without water could be referred to as the classical syngas and 

can open different catalytic reduction pathways. Complexes of all other stable oxidation states 

of carbon can be found within a 60 kJ/mol relative Gibbs free energy range.  

The structures were divided into three clusters: 

• High energy cluster (above the red line; Δ𝐆𝐫
𝐨> 300 kJ/mol). 

• Energetically favoured cluster (below the reference; Δ𝐆𝐫
𝐨 < 0 kJ/mol). 

• Energetically available cluster (between the red line and the reference, 0 kJ/mol < 

Δ𝐆𝐫
𝐨 < 300 kJ/mol). 
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To construct molecular networks that could lead to the desired product, we considered the 

molecules within the energetically favored and available clusters. 

The [CH4+H2O2+H2] molecular complex was not included in the reaction network. Methane is 

already a part of the [CH4+2H2O] complex, which is energetically the lowest of all the clusters 

Δ𝐺𝑟
𝑜[CH4+2H2O] = -170.04 kJ/mol. 

The proposed reaction network (Figure 16) summarizes various reaction pathways that lead to 

the formation of methanol and methane by considering the molecular complexes that have a 

relative Gibbs free energy less than 300 kJ/mol. 

 

Figure 16: A network describing the formation of methanol and methane through CO2 

hydrogenation. Letters are assigned to each structure, and each transition state is labelled as 

TS followed by the letters referring to the reactant and then the product (e.g. TSAB) 

respectively. The most energetically favourable route is highlighted with red lines.  

The first intermediate of CO2 hydrogenation is the formation of formic acid (B). Thereafter, 

the reaction pathway diverges into several possible routes: 

a) The ABDEF route: three successive direct hydrogenations of formic acid (B) (TSBD, 

TSDE, TSEF respectively) could lead to the formation of methane (F) through 

formaldehyde (D), and methanol (E) intermediates, along with the formation of two 
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water molecules. If the reaction BD can be replaced by two elementary reactions (TSBC, 

TSCD) then carbon monoxide (C) can be formed. 

b) The ABGHIE route: a hydrogen shift in formic acid (TSBG) could lead to (G) which 

is a relatively stable triplet state structure. From this point, methanediol CH2(OH)2 (H) 

can be achieved by H2 addition. These two reaction steps can be replaced by a direct 

hydrogenation (TSBH). After that, with a water elimination (TSHI) followed by a 

hydrogenation, methanol is formed. A shortcut getting around the reactions (TSHI and 

TSIE) is also possible, with a hydrogenation and a water elimination occurring at the 

same time (TSHE) and methanol can be reached. 

c) The above described routes can also be connected as follows:  

• A water elimination from (G) could lead to CO (C) through TSGC. 

• Formaldehyde can be reached by a water elimination from methanediol (H) and 

by a hydrogen shift in (I). 

The classical combustion of methane can close the thermodynamic cycle. 

The longest route to reach methanol and then methane is the following: 

CO2-TSAB-HCOOH-TSBG-C(OH)2-TSGH-H2C(OH)2-TSHI-HCOH-TSID-H2C=O-TSDE-

CH3OH-TSEF-CH4.  It contains 7 steps. 

In contrast to that, the shortest route to reach methanol and then methane contains 4 steps only: 

CO2-TSAB-HCOOH-TSBD-H2C=O-TSDE-CH3OH-TSEF-CH4. 
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Figure 17: Gibbs free energy profile of the uncatalyzed hydrogenation of CO2 to methanol 

and methane calculated at the W1BD level of theory plotted against the reaction coordinates 

with a highlighted energetically favoured route in red. 

All Gibbs free energy values of the transition states are in the range of [250-530] kJ/mol 

(Table 8). The lowest energy reaction path leading to the products has been selected 

(Figure 17, red). The highest energy barrier, which corresponds to the rate limiting step 

(Δ𝑮𝐓𝐒_𝐂𝐃
𝐨 = 400.66 kJ/mol), is the energy needed to cross over all the barriers and reach 

methanol. In order to produce methane, another even higher barrier has to be overcome 

(Δ𝑮𝐓𝐒_𝐄𝐅
𝐨  = 407.18 kJ/mol). 

Thus, the most feasible reaction pathway for methanol and methane production is: 

Carbon dioxide (A) – TSAB – formic acid (B) – TSBC – carbon monoxide (C) – TSCD – 

formaldehyde (D) – TSDE – methanol (E) – TSEF – methane (F).  

Another pathway which has to be mentioned, is the ABHDEF. This pathway involves the 

lowest transition state of the overall network (TSHD= 251.20 kJ/mol). Unfortunately, the rate 

limiting step (Δ𝑮𝐓𝐒_𝐁𝐇
𝐨 = 405.60 kJ/mol) is slightly higher (4.94 kJ/mol) than the rate limiting 

step of the preferred pathway ABCDEF. Otherwise, this route would have been more 

preferable. 
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The CO (C) can be a key intermediate, as its formation can be influenced (slightly increased) 

with temperature. It allows a different entrance to the network, the classical syngas reaction104.  

Table 7: Thermodynamic properties (Δ𝐻𝑟
𝑜, Δ𝐺𝑟

𝑜 in kJ/mol and S in J/mol.K) of the stable 

structures and the transition states involved in the reaction network calculated at the W1BD 

level of theory. The highlighted red values belong to the preferred pathway of the 

mechanism. 

Code Particules 
Δ𝐺r

o Δ𝐻r
o S 

kJ/mol J/mol K 

A CO2+4H2 0 0 734.73 

B HCOOH+3H2 42.14 13.65 639.16 

C CO+H2O+3H2 27.7 40.27 776.88 

D H2CO+H2O+2H2 58.22 39.94 673.41 

E CH3OH+H2O+H2 -1.62 -54.49 557.40 

F CH4+2H2O -125.1 -170.04 583.99 

G C(OH)2+3H2 214.61 186.34 639.89 

H CH2(OH)2+2H2 59.9 -3.47 522.21 

I HCOH+H2O+2H2 275.93 257.86 674.11 

TSAB A  B 334.82 306.20 638.74 

TSBC B  C 322.64 297.84 651.54 

TSCD C  D 400.66 383.07 675.73 

TSDE D  E 379.21 324.86 552.42 

TSEF E  F 407.18 321.41 447.05 

TSBH B  H 405.60 341.09 518.38 

TSBG B  G 359.65 331.98 641.89 

TSGH G  H 413.22 350.92 525.75 

TSHD H  D 251.20 186.88 519.00 

TSHI H  I 357.97 297.89 533.21 

TSID I  D 404.19 386.36 674.92 

TSIE I  E 359.06 305.89 556.41 

TSHE H  E 447.74 353.81 419.67 

TSGI G  I 529.02 468.55 531.92 

TSBD B  D 385.91 322.70 522.72 

TSGC G  C 355.00 327.66 643.04 

The thermodynamic properties of the generated structures are divided into two sections in 

Table 7. The first part shows the properties of the stable intermediate molecular complexes 

involved in the network. The second part contains the activation Gibbs free energy, enthalpies 

as well as the absolute entropy of the transition states (TSαβ), were α and β refers to the reactants 

and the products. 

DOI: 10.14750/ME.2021.007



3. Results and discussion 

48 
 

Storing energy would be possible only in exothermic reactions. In other words, it can happen 

only in the case of products having a negative reaction enthalpy. Although the methanediol (H) 

corresponds to a local minimum in the potential energy surface (Figure 17) with a negative 

relative enthalpy (𝚫𝑯𝐂𝐇𝟐(𝐎𝐇)𝟐
𝐨 ), it is a non-isolable product and almost thermoneutral. Thus, 

only two products are available for energy storage: methanol (E) and methane (F), with a 

relative enthalpy equal to -55 and -170 kJ/mol, respectively. 

The CO2 reduction can be achieved in different routes to form (E) and (F) (Figure 16, Figure 

17). To store energy, the reactants should reach the highest energy point of the most energy 

efficient route. This is corresponding to the highest activation energy of the reaction path 

Δ𝐻TS
max; and the system needs to achieve this energy to reach the product site. It can be assumed, 

that the theoretical efficiency of the energy storage can be estimated based on the computed 

thermodynamic functions. The theoretical efficiency can be defined by the ratio of the stored 

enthalpy |Δ𝐻r
o| and the invested enthalpy (Δ𝐻TS

max), the highest enthalpy of the corresponding 

reaction path: 

𝜂 =
 |Δ𝐻r

o| 

Δ𝐻TS
max                                               (3) 

It can be concluded that the theoretical efficiencies of methanol (E) and methane (F) formation 

are 𝜼(𝐄) = 14.4 % and 𝜼(𝐅) = 44.4 %, respectively (Δ𝐻TS
max = H(TSCD) in both cases). 

After analyzing the available results, it is obvious that in order to increase the efficiency of the 

energy storage, catalytic reactions are needed. Nevertheless, we have noticed a special 

molecule appearing as a constituent of several intermediate molecular complexes. This 

molecule is water (H2O). As a consequence, since the hydrated version of CO2 is the well-

known carbonic acid (CO(OH)2), the effect of a water molecule and protonation reactions on 

the reaction mechanism has been studied.  
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3.2 Aqueous phase results 

In the gas phase network, the first and only elementary reaction was a hydrogenation, and the 

relative Gibbs free energy was quite high (Δ𝑮𝐓𝐒_𝐀𝐁
𝐨 = 334.82 kJ/mol). In the aqueous phase 

network, to avoid some of the hydrogenation, hydration and protonation steps have been 

included. The mechanism has been compared energetically with the previously studied gas 

phase process.  

A newly designed CO2 – methanol conversion mechanism is presented here105, which involves 

several intermediates and transition states and applies 3H2, H2O and H3O
+ as additional 

reactants.  

The reaction pathways leading to methanol are starting either with a hydration or a protonation 

step (Figure 18).  

 

Figure 18: Reaction pathways of the envisaged water enhanced CO2 – methanol conversion. 

Letters are assigned to every structure, and each transition state is named as TS followed 

respectively with the letter referring to the reactant and then the product (e.g. TSAB). The 

preferred pathway is highlighted by dashed lines. 
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As a first step CO2 (A) can be either hydrated to form carbonic acid (B), or protonated (J). The 

center element of the mechanism is the protonation of formic acid (DE). To reach this point, 

four alternative pathways can be followed: 

a) The ABCDE route (blue): by the hydration of CO2 (A) carbonic acid (B) will form 

(there are three conformations, the one considered here is higher in energy by 

3.14 kJ/mol than the most stable conformation). This will be hydrogenated to reach 

methanetriol (C) which could go further towards formic acid (D) by a water 

elimination (TSCD). Then, formic acid can be protonated to form (E). 

b) The ABLE route (red): (L) can be achieved by the protonation of carbonic acid (B) 

which is the product of CO2 hydration. The hydrogenation of (L) will lead directly 

through (TSLE) to the protonated formic acid (E) and the formation of an extra water 

molecule. 

c) The AJE route (pink): The protonation of CO2 followed by a hydrogenation (TSJE) 

leads directly to the protonated formic acid (E) through only two elementary steps. 

d) The AJKLE route (green): In this route additional elementary steps and one 

intermediate molecule links the red and the pink routes mentioned above. The 

molecule (K) is a protonated carbonic acid, which can be formed through a hydration 

of the protonated carbon dioxide (JK) or by the protonation of carbonic acid (BK). 

Then, a hydrogen shift could occur (TSKL) to produce (L).  

Then, the protonated formic acid (E) is hydrogenated to form (F), from where a water 

elimination will lead to (G), which is a protonated formaldehyde. After this point, another 

hydrogenation (TSGH) will occur to reach the protonated methanol (H) and the final step 

will be the release of the proton to a water molecule forming methanol (I) and hydronium 

ion.  

The thermodynamic properties of the pathways have been computed (Table 9) and compared 

(Figure 19). CO2 + 3H2 + H2O + H3O
+ was selected as a reference to compute the relative 

thermodynamic properties of the individual steps (e.g. Δ𝐺𝑟
𝑜

 = G(X) – Gref, where G(X) and Gref  are 

the Gibbs free energy of structure X and the reference species, respectively). 
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Figure 19: Gibbs free energy change (Δ𝐺r
o, kJ/mol) of the water enhanced conversion of CO2 

to methanol calculated at the W1U level of theory combined with the SCRF solvent model. 

The transition states are identified as TS followed by the reactant and the product, where the 

hydrogenation steps are highlighted with the (H2) sign close to the barrier. (B), (K), (E) and 

(L) could have more than one conformer. *Morse potential - barrierless elementary reaction 

step JK. **Double Morse potential - barrierless elementary reaction step HI. 

The mechanism can be divided into two parts: [A-E] and [E-I] (Figure 19). In the case of [A-

E] the conversion of CO2 (A) to protonated formic acid (E) occurs through several different 

pathways, whereas [E-I] is one single route where (E) will be converted to methanol (I) after 

4 consecutive reaction steps.  

In the [A-E] part of the mechanism, all the routes starts with a hydration of CO2 (A) to carbonic 

acid (B), except for the pink pathway which goes directly from CO2 (A) through a protonation 

followed by a hydrogenation to the protonated formic acid (E) with one single barrier 

(Δ𝑮𝐓𝐒_𝐉𝐄
𝐨  = 383.18 kJ/mol) which is the second highest energy barrier in the system. The blue 

pathway shows the possibility to reach (E) through three reaction steps, within which there are 

two transition states (TS) and one of which (TSBC) corresponds to the highest barrier height in 

the system with a value of 402.34 kJ/mol. The other two steps are (TSCD) 

(Δ𝑮𝐓𝐒_𝐂𝐃
𝐨 = 255.58 kJ/mol) and (DE) which is a barrierless reaction step. Through the red 
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pathway, the protonated formic acid (E) can be reached from carbonic acid with only two 

reaction steps where one is a barrierless process (BL) while the other is a hydrogenation 

(Δ𝑮𝐓𝐒_𝐋𝐄
𝐨 = 355.52 kJ/mol). The hydrogenation (TSLE) has the lowest energy barrier in the [A-

E] section, and which makes this part of the preferred pathway. The overall preferred pathway 

is [A-TSAB-B-BL-L-TSLE-E-TSEF-F-G-TSGH-H-HI-I]. It is possible to link the pink and red 

pathways through the hydration reaction (JK) highlighted with the frame (*, Figure 19), 

followed by the hydrogen shift (Δ𝑮𝐓𝐒_𝐊𝐋
𝐨 = 256.78 kJ/mol) which is a part of the green reaction 

channel. 

The two highlighted steps (JK) (*) and (HI) (**) are representing the two types of barrierless 

reactions (Morse potential) in the system (Figure 19). All the possible pathways involve 

protonation steps. It is important to note that, in these cases, the reaction is barrierless and goes 

through a minimum instead of a transition state, and these are double Morse potentials 

(association + dissociation). (HI) (**, Figure 20) was used as an example to describe these 

cases (AJ, BK, BL, DE and HI). The second type of barrierless step is a simple Morse potential 

reaction of a (de)hydration, where (JK) (*, Figure 20) was used as an example. This type can 

also be observed in the reaction FG. 

 

Figure 20: Total energy change (Δ𝐸tot) of the two types of barrierless reactions (JK) (Morse 

potential, hydration) and (HI) (Double Morse potential, protonation). Calculated at W1U 

level of theory combined with the SCRF solvent model. 

The relative total energy change of the reaction (HI) (Figure 20, right panel) has a shape of a 

parabola with a plateau at each extremity. The beginning of the reaction is at the first plateau, 

where the water molecule and the protonated methanol form a complex (protonated methanol-

water). After this point, the total energy decreases and reach a minimum (first Morse potential), 
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where the proton belongs to both methanol and water. Then, the energy increases to advance 

to another plateau (second Morse potential), where the products are located. Thus, the product 

is formed (methanol + H3O
+) without going through an energy barrier. 

In case of (JK) (Figure 20, left panel), the total energy decreases from the reactant energy level 

(H3COH2
++H2O) directly to the energy level of the products (H3COH+H3O

+) without going 

through an energy barrier.  

Since the barrierless reaction (DE) is the second energetically lowest reaction of the system, it 

has also been studied through a flexible scan (Figure 21). 

 

Figure 21: Total energy change (Δ𝐸tot) of the (DE) reaction step (double Morse potential). 

Calculated at W1U level of theory combined with the SCRF solvent model. 

(DE) is a barrierless process, which is similar to (HI) discussed above. The reaction decreases 

to a local minimum where the total energy change is close to 0 kJ/mol, as well as the relative 

Gibbs energy (see Δ𝐺𝐷𝐸
𝑜  at the Table 8). 
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Table 8: Thermodynamic properties (Δ𝐻𝑟
𝑜, Δ𝐺r

o in kJ/mol and S in J/mol.K) of carbon 

dioxide – methanol conversion reaction mechanism calculated at the W1U level of theory 

combined with the SCRF solvent model. The transition states of each elementary reaction 

steps are named as TS followed with the letter of the reactant and then the product (e.g. 

TSAB). The barrierless reactions are noted by giving a letter of the reactant followed by the 

product (e.g. AJ). The structures corresponding to the preferred pathway are highlighted in 

red. 

Code Particules 
Δ𝐻𝑟

𝑜 Δ𝐺𝑟
𝑜 S 

kJ/mol J/mol*K 

A CO2 0.00 0.00 213.78 

B H2CO3 23.96 63.41 270.16 

C HC(OH)3 28.15 100.93 288.63 

D HCOOH 2.30 30.80 248.48 

E HCOOH2
+ -4.47 27.38 250.68 

F H2O-H2COH+ -28.17 36.42 271.12 

G H2COH+ 25.23 46.46 227.86 

H H3COH2
+ -101.81 -46.78 244.74 

I H3COH -77.06 -24.24 238.71 

J HCO2
+ 166.11 162.31 239.96 

K H3CO3
+ 98.83 138.67 282.28 

L C(OH)3
+ 7.97 50.75 272.44 

TSAB A 
 

B 270.25 237.28 270.25 

TSBC B  C 282.42 402.34 282.42 

TSCD C  D 282.31 255.58 282.31 

TSEF E  F 263.21 295.83 263.21 

TSGH G  H 238.87 209.81 238.87 

TSJE J  E 256.89 383.18 256.89 

TSKL K  L 271.27 256.78 271.27 

TSLE L  E 284.66 355.52 284.66 

AJ A-H3O
+ -13.29 17.08 314.03 

BK B-H3O
+ -9.17 65.54 354.05 

BL B-H3O
+ -49.12 28.49 344.31 

DE D-H3O
+ -66.50 0.97 319.88 

HI H-H2O -163.16 -71.79 311.58 

At this point, the protonated formic acid is forming a molecular complex with a water molecule, 

and the energy increases with the increasing distance between the water molecule and the 

protonated formic acid. The red dashed part of the graphic represents an internal 

conformational change, the oxygen atom of the water molecule got an interaction with the 

second closest hydrogen from the protonated formic acid while the distance between the two 

molecules was increasing during the flexible scan. 
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The highest energy barriers of the water-mediated reaction network are 

Δ𝑮𝐓𝐒_𝐁𝐂
𝐨 = 402.34 kJ/mol, Δ𝑮𝐓𝐒_𝐉𝐄

𝐨 = 383.18 kJ/mol, Δ𝑮𝐓𝐒_𝐋𝐄
𝐨 = 355.52 kJ/mol and 

Δ𝑮𝐓𝐒_𝐄𝐅
𝐨 = 295.83 kJ/mol (Table 9), and all of the corresponding reaction steps are 

hydrogenations (H2 molecule addition). Surprisingly, the last hydrogenation reaction step 

(Δ𝑮𝐓𝐒_𝐆𝐇
𝐨 = 209.81 kJ/mol) is in the range and even lower, than the other processes such as 

hydrations (e.g. Δ𝑮𝐓𝐒_𝐀𝐁
𝐨 = 237.28 kJ/mol), dehydrations (e.g. Δ𝑮𝐓𝐒_𝐂𝐃

𝐨 = 255.58 kJ/mol) and 

hydrogen shifts (e.g. Δ𝑮𝐓𝐒_𝐊𝐋
𝐨 = 256.78kJ/mol). 

Exothermic reactions are necessary to be involved in energy storage applications, (ΔH°r<0). 

Although the relative enthalpy values of HCOOH2
+, H2O-H2COH+ and H3COH2

+ are negative 

(Table 9), these products are non-isolable, and thus, the only remaining option for energy 

storage will be methanol (𝚫𝑯𝐇𝟑𝐂𝐎𝐇
𝐨  = -77.06 kJ/mol) in the system studied. Comparing this 

value to the amount of heat of the highest energy barrier (𝚫𝑯𝐇𝟑𝐂𝐎𝐇= 284.66 kJ/mol) allow us 

to determine the theoretical efficiency of methanol formation in the mechanism. It corresponds 

to the ratio of the stored enthalpy |Δ𝐻r
o| and the invested enthalpy (the highest activation energy 

of the reaction path Δ𝐻TS
max) (Equation (3)). 

The two preferred pathways of CO2 conversion to methanol in gas phase (section 3.1)91 and 

aqueous phase105 have been compared (Table 9). It has to be emphasized that the aqueous 

phase pathway involves some ionic and barrierless reactions, while the gas phase pathway 

doesn’t. In the best aqueous phase pathway, there is only one energy barrier higher than 

300 kJ/mol Δ𝑮𝐓𝐒_𝐋𝐄
𝐨 = 355.52 kJ/mol, unlike in the case of gas phase, where all the barriers are 

> 300 kJ/mol. The rate of the recovered energy from what has to be invested in the uncatalyzed 

methanol formation from CO2 hydrogenation in gas phase and aqueous phase has also been 

provided, and in the case of the aqueous phase mechanism the efficiency is 27.1%, which is 

almost two times higher than in the gas phase (14.4%). 

Table 9: The comparison of the preferred carbon dioxide-methanol conversion pathways in 

gas and aqueous phase. 

 Gas phase91 Aqueuse phase 

Barrierless reactions No Yes 

Ionic reactions No Yes 

Number of barriers  

>300 kJ/mol 
All (4) One 

Highest energy barrier 

(kJ/mol) 
400.66 355.52 

Efficiency (𝜂) 14.4% 27.1% 
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According to the results mentioned so far, the hydrogenation reaction barriers are in both of 

the gas phase and the aqueous phase mechanisms are higher than the average energy level of 

the rest of the elementary reactions. The challenge would be then to find alternative reactions 

to reduce the hydrogenation barriers. This can be done by adding the appropriate catalyst to the 

reaction which will reduce the hydrogenation barriers and alter the number of elementary steps. 

By considering a homogeneous process, there is no obvious choice for the catalyst to speed up 

the reaction by lowering the hydrogenation barriers. In the case of a heterogeneous process, 

metal based catalysts such as Cu/ZnO or nickel could be an adequate choice as they are already 

tested before106,107. However, in a catalytic system, hydrogen molecules (H2) are split into 

hydrogen atoms (H•), and to study the process at the molecular level, the reaction mechanism 

should be altered accordingly. 

 

3.3 Catalyzed-like aqueous phase mechanism for CO2 conversion to methanol 

The heterogeneous catalytic process of carbon dioxide hydrogenation will involve a bond 

breaking step within which hydrogen molecules will split into hydrogen atoms. The possibility 

of hydrogen bond dissociation occurring in the adsorption process of the H2 molecule on the 

surface of a catalyst is discussed in several works in the literature108,109. In this mechanism, 

hydrogen atoms would be adsorbed and ready to react at the surface of the catalyst. Thus, the 

hydrogen addition reactions will be then replaced by atomic hydrogenations (H•). By studying 

such a system, new insights into the catalytic CO2 conversion can be achieved, which can be 

applicable in catalyst design and development. 

It is also worth mentioning water electrolyzers110,111, where hydrogen atoms and ions might 

also be observed in the reaction media. This relatively new technology is designed to create 

electrolysis cells capable of realizing an electrolytic reduction of CO2 to other carbon chemicals 

(CO, HCOOH, CH3OH, and CH4) using the hydrogen generated from the water electrolysis 

(Figure 22). 
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Figure 22: Cross-sectional diagram of an electrolytic CO2 reduction flow cell110. 

A typical flow cell setup is composed of a cathode where CO2 is delivered for the reduction, an 

anode where the electrolysis of water occurs, and a membrane allowing the ionic exchanges. 

A concrete example has been presented bellow112, showing a H2O and CO2 electrolysis using 

new alkaline stable anion membranes, where the reduction of CO2 to formic acid (HCOOH) 

occur (Figure 23).  

 

Figure 23: CO2 - formic acid conversion cell configuration showing reactions and ion 

transport112. 
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The electrochemical reduction of CO2 occurs at the cathode in the presence of water, generating 

formate (HCOO-) and hydroxide (OH-) ions, and at the same time the oxidation of water occurs 

at the anode, forming oxygen gas and hydrogen ions (hydronium cations H3O
+) in aqueous 

solutions. Both formate ions and hydroxide ions migrate through the anion exchange membrane 

into the centre flow compartment, where they react with hydrogen ions produced in the anode 

compartment to yield water and formic acid. The hydrogenation of CO2 to methanol can happen 

similarly, and the reduction could occur by involving ions or radicals.  

The hydrogen molecule may be dissociating following two possible reactions: 

H + + :H-                         H2
                         H• + •H                  (R2) 

In an electrochemical redox reaction, the hydrogen molecule may be dissociating to H+ and :H- 

at the appropriate step, but we chose to explore the radical dissociation only (H· + ·H), as it is 

expected to occur just like in most every thermal catalytic hydrogenation.  

If radicals are considered instead of hydrogen molecules, the previously discussed aqueous 

phase mechanism (Figure 18) could be redesigned and the effect of a catalyst could be 

mimicked (Figure 24) to give pseudo-catalyzed reaction. 
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Figure 24: Step-by-step water enhanced CO2 hydrogenation reaction using hydrogen atoms 

as a reactant. 

The previously described reaction steps (BC, JE, LE, EF and GH, Figure 18) have been 

replaced by the appropriate hydrogen atom containing steps (Figure 24).  

A special pseudo-catalyzed mechanism for the hydrogenation of CO2 to methanol is proposed. 

The catalytic effect of a metal surface has been mimicked by considering hydrogen atoms 

instead of hydrogen molecules as reaction partners (Figure 25). The presence of water (and 
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H3O
+) further enhances the reaction by lowering reaction barriers and thus, behave like 

additional catalyst even though its effect is modest rather than dramatic. 

 

Figure 25: Reaction pathways of the envisaged CO2 – methanol conversion mechanism using 

atomic hydrogenations. Letters are assigned to every structure, and each transition state is 

named as TS followed with the letter referring to the reactant and then the product (e.g. 

TSAB), respectively. The +H• refers to a hydrogen atom addition. 

 

As a first step CO2 (A) can either be protonated or hydrated and thus, either (J) or (B) can be 

formed, respectively. To reach the central compound of the mechanism which is the protonated 

formic acid (E), four pathways can be followed going through a two-step atomic hydrogenation 

as follows:  

1. Hydration-hydrogenation route (ABB*CDE, Figure 1, blue): by the hydration of 

CO2 (A) carbonic acid (B) will formed (three conformations are possible, the one 

considered here is energetically higher by 3.14 kJ/mol than the most stable conformer). 

After that, a sequence of two atomic hydrogenations (TSBB* and B*C) have to occur to 

produce methanetriol (C). Then, a water elimination (TSCD), leads to formic acid (D) 

and via a protonation step (E) is formed. 
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2. Protonation-hydrogenation route (AJJ*E, Figure 1, brown): this route 

consists of three elementary steps which connects CO2 with the desired 

protonated formic acid (E) intermediate. A protonation (AJ) followed by two 

atomic hydrogenations (TSJJ*, J*E) will lead to (E). It has to be noted that this 

route is a part of the preferred pathway of the mechanism (the reason will be 

discussed later). 

3. Hydration-protonation route (ABLL1*L2*E, Figure 1, red): this route is 

diverted from the hydration-hydrogenation route (blue) after (B) is formed. The 

protonation of carbonic acid (B) can lead to (L). Then, the first atomic 

hydrogenation occurs (TSLL1*). After that, a water subtraction (L1*L2*) followed 

by the second atomic hydrogenation (L2*E) leads to the protonated formic 

acid (E). 

4. Protonation-hydrogenation/hydration-protonation route 

(A[B/J]KLL1*L2*E, Figure 1, green): this route starts with either a protonation 

(AJ) which is followed by a hydration (JK) or with a hydration (TSAB) which is 

followed by a protonation (BK) to reach protonated carbonic acid (K). Then, (L) 

can be formed via a hydrogen shift (KL), which will put this to the track of the 

red (hydration-protonation) route. From here, (E) can be achieved through the 

reactions (TSLL1*, L1*L2*, L2*E) as in the case of the hydration-protonation 

route. 

All the routes lead to the formation of (E), protonated formic acid. After that, another 

two atomic hydrogenations (TSEE* and E*F) will occur and (F) will be formed. Then, 

a water elimination will lead to (G), which is protonated formaldehyde. From here, there 

are two possible ways to reach (H), and in both cases, the first step would be the 

formation of (G1*). The shortest way to reach (H) is a direct hydrogen atom addition 

(G1*H). The other way will include the formation of (G2*) through a hydrogen shift 

(TSG1*G2*), and then, through a hydrogen atom addition (G2*H) the desired 

intermediate (H) will be reached. As a final step, a water mediated proton release (HI) 

will lead to the formation of methanol (I) and a hydronium ion. The relative 

thermodynamic properties of the individual steps have been computed as e.g. 

ΔGr
o

 = G(X) - Gref, where G(X) and Gref  are the Gibbs free energy of structure X and the 

reference, respectively (Figure 26). The (CO2 + 6H•
 + H2O + H3O

+) are considered as 

the reference throughout the reaction.  
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Figure 26:  Gibbs free energy change (Δ𝐺r

o, kJ/mol) of the catalyzed-like aqueous phase mechanism of CO2 to methanol calculated at W1U 

combined with the SCRF solvent model. The transition states are named as TS followed by the reactant and the product. The hydrogen additions 

are highlighted with the (+H) sign close to the barrier. (B), (K), (E) and (L) could have more than one conformer.
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The mechanism can be divided into two sections: [A-E] and [E-I] (Figure 26). In the 

section [A-E] the conversion of CO2 (A) to protonated formic acid (E) could occur 

through several different pathways. All the routes start (or can start) with a hydration of 

CO2 (A) to get carbonic acid (B) except the protonation-hydrogenation (brown) 

pathway. This goes directly from CO2 (A) through a protonation followed by two atomic 

hydrogenations to the protonated formic acid (E) with one single barrier 

(Δ𝐺TSJJ∗
o  = 212.67 kJ/mol). It is the lowest relative energy barrier in the [A-E] section, 

and this makes it the preferred pathway. Thus, the overall preferred pathway would be 

then: [A-TSAJ-J-TSJJ* -J*-E-TSEE* -E*-F-G-TSGG1* -G1*-H-I]. 

Through the hydration-hydrogenation (Figure 26, blue) pathway (E) could be reached 

within 5 reaction steps. The highest relative barrier height here is 237.28 kJ/mol which 

corresponds to (TSAB). There are two other transition states which are more preferred 

and their relative Gibbs free energies are significantly lower 

(TSBB*, Δ𝐺TSBB∗
o = 156.97 kJ/mol and TSCD, Δ𝐺TSCD

o = -151.49 kJ/mol). This pathway 

involves also an immediate hydrogen atom addition (B*C) and a barrierless reaction 

with an intermediate (MDE) having the lowest relative energy 

value (Δ𝐺𝐷𝐸
o = -406.09 kJ/mol) in the [A-E] section. 

Protonated formic acid (E) can also be reached through 5 reaction steps within the 

hydration-protonation (Figure 26, red) pathway. The first step is the same as before 

(TSAB), which is followed by a barrierless processes which includes an intermediate 

(MBL). Then, two atomic hydrogenations occur, with a barrierless water removal 

reaction in between (L1*L2*). The first atomic hydrogenation goes through (TSLL1*) 

(Δ𝐺TSLL∗
o = 216.31 kJ/mol), while the second (L*E) is a barrierless step. It is possible to 

link the protonation-hydrogenation (brown) and hydration-protonation (red) 

pathways through a hydration (JK) followed by a hydrogen shift (TSKL, 

Δ𝐺TSKL

o = 256.78 kJ/mol) which has the highest relative energy among all the routes. 

This TS is a part of the green reaction channel as well. 

The [E-I] is one single route where (E) will be converted to methanol (I) after 6 

consecutive reaction steps or 7 if the side reaction between (G1*) and (G2*) is 

considered. The relative Gibbs free energy difference between these two molecules 

(G0
(G2*-G1*)) is 40 kJ/mol, but since TSGG1*>TSG1*G2*, a preferred side reaction route 

cannot be chosen as both processes could occur. It has to be mentioned that in some 

cases several conformers can be formed, and several transition states leading to these 
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conformers are possible. In each case, the most appropriate conformer has been chosen 

and included into the discussion. Among all the consecutive hydrogen atom additions, 

the second step is always a barrierless radical recombination reaction (Morse potential). 

Therefore, the second hydrogen atom in each case, is attached to the rest of the molecule 

without any additional energy needed (Figure 27).  

 

Figure 27: Total energy change (Δ𝐸tot) of the (E*F) barrierless reaction step (Morse 

potential) calculated at the W1U level of theory combined with the SCRF solvent 

model. 

There are six barrierless atomic hydrogenation steps (also known as radical 

recombination), (B*C), (L2*E), (J*E), (E*F), (G1*H) and (G2*H). There were also 

barrierless water addition/subtraction reactions such as (JK), (L1*L2*) and (FG). The 

association of two Morse potentials is another barrierless reaction type involved in the 

discussed mechanism. Instead of going through a transitions stat, this reaction contains 

a minimum comprised of a molecular complex such as (MAJ), (MBK), (MBL), (MDE) or 

(MHI). All of these reactions are protonations and thus the intermediate complexes are 

always formed by the starting structure and an oxonium ion (H3O
+). To show the 

energetic properties of these barrierless reaction steps, (E*F) have been examined in 

detail (Figure 27) and the corresponding total energy change has been computed.  

The total energy decreases from the reactant’s energy level (E*) directly to the energy 

level of the product (F) without going through a barrier. The energy level of the product 

has been considered as a reference for the calculation of the total energy change. 
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Table 10: Thermodynamic properties (Δ𝐻𝑟
𝑜, Δ𝐺r

o in kJ/mol and S in J/mol*K) of the 

catalyzed-like carbon dioxide – methanol conversion reaction mechanism have been 

calculated at the W1U level of theory combined with the SCRF solvent model. The 

complexes formed during barrierless reactions and corresponds to double Morse potentials 

are noted as M followed by the letter of the reactant and then the product (e.g. MAJ). The 

species labelled with an (*) and highlighted in red are involved in the atomic hydrogenations. 

Species 
Δ𝐻𝑟

𝑜 Δ𝐺r
o S 

kJ/mol J/mol*K 

A CO2 0.00 0.00 0.00 

B H2CO3 23.96 63.41 -132.32 

B* H2CO3-H -1.01 65.48 -223.01 

C HC(OH)3 -408.42 -306.14 -343.05 

D HCOOH -434.26 -376.27 -194.51 

E HCOOH2
+ -441.03 -379.69 -205.74 

L1* HCOOH+-H2O 26.50 92.01 -219.70 

L2* HOCOH+ 54.20 79.77 -85.74 

J HCO2
+ 166.11 162.31 12.74 

J* H2CO2
+ 77.18 102.99 -86.54 

E* HCOH+-H2O -458.97 -370.40 -297.07 

F H2COH+-H2O -901.29 -777.71 -414.51 

G H2COH+ -847.90 -767.68 -269.07 

G1* H2COH+-H -957.84 -849.56 -363.18 

G2* H3COH+ -918.46 -809.17 -366.58 

H H3COH2
+ -1411.50 -1267.97 -481.40 

I H3COH -1386.75 -1245.43 -473.98 

k H3CO3
+ 98.83 138.67 -133.64 

L C(OH)3
+ 7.97 50.75 -143.48 

TSAB A  B 197.86 237.28 -132.23 

TSBB* B  B* 87.24 156.97 -233.89 

TSCD C  D -255.65 -151.49 -349.37 

TSLL* L  L* 144.20 216.31 -241.86 

TSJJ* J  J* 188.90 212.67 -79.70 

TSEE* E  E* -412.56 -321.32 -306.03 

TSGG1* G  G1* -780.73 -670.72 -369.00 

TSG1*G2* G1*  G2* -818.20 -707.39 -371.66 

TSKL K  L 213.66 256.78 -144.65 

MDE D-H3O
+ -503.06 -406.09 -325.24 

MBL B-H3O
+ -49.12 28.49 -260.30 

MAJ A-H3O
+ -13.29 17.08 -101.89 

MHI H-H3O
+ -1472.85 -1292.99 -603.24 

MBK B- H3O
+ -9.17 65.54 -250.56 

 

After choosing 200 kJ/mol as an arbitrary reference for high energy structures, four 

transition states have been found which are above this limit, Δ𝐺TSAB

o = 237.28 kJ/mol, 

Δ𝐺TSLL∗
o = 216.31 kJ/mol, Δ𝐺TSJJ∗

o = 212.67 kJ/mol and Δ𝐺TSKL

o = 256.78 kJ/mol 

(Table 10). The corresponding reaction steps are a hydration (TSAB, water molecule 
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addition), two atomic hydrogenations (H atom addition, TSLL* and TSJJ*) and a 

hydrogen atom shift (TSKL). 

It is possible to calculate the energy storage efficiency (𝜂) of the preferred pathway 

(Protonation-hydrogenation, brown) as follows: 

𝜂 =
 |Δ𝐻r

o| 

Δ𝐻TS
max =

 |Δ𝐻H3COH
o | 

Δ𝐻TSJJ∗

                                  (4) 

This corresponds to the ratio of the stored enthalpy |Δ𝐻r
o| (𝚫𝐻H3COH

o  = -1386.75 kJ/mol) 

and the invested enthalpy (the relative enthalpy of the transition state with the highest 

relative activation energy of the reaction path Δ𝐻TS
max is equal to 

Δ𝐻TSJJ∗= 188.90 kJ/mol). However, in this way, the theoretical efficiency of methanol 

formation is 734.1 %, which is not possible, as the efficiency would be >100%. 

However, in this case, the invested energy is not equal to the maximal barrier height 

only. The energy demand to break three hydrogen-hydrogen bonds (Bond Dissociation 

Energy of H2, BDEH2) which will provide the 6 hydrogen atoms has to be also taken 

into account to get the correct efficiency (𝜂 corr) as follows:  

𝜂𝑐𝑜𝑟𝑟 =
 |Δ𝐻H3COH

o | 

Δ𝐻TSJJ∗ +3∗BDEH2 
                                  (5) 

Calculated BDEH2 (436.56 kJ/mol) has been used in the correction, but it was also 

compared to the experimentally determined value and the difference is <1 kJ/mol 

(BDEH2= 0.56 kJ/mol113), which also verifies the method selection. All in all, 𝜼𝒄𝒐𝒓𝒓 

was found to be equal to 92.5%. 

The efficiency increased a lot compare to the uncatalyzed gas phase (𝜼 = 14.4%)91 and 

water enhanced aqueous phase mechanisms (𝜼 = 27.1%)105. Even though, the number 

of electrons and atoms were kept the same compare to the previous water enhanced 

case105, the difference in efficiency arises from the fact that hydrogen molecules were 

part of the reactant mixture (CO2+H2O+H3O
++3H2) previously, while in the current 

catalyzed-like system, H atoms are considered (CO2+H2O+H3O
++6H•). It has to be 

mentioned that the presence of water (and H3O
+) will enhance the reaction by lowering 

reaction barriers. Thus, it acts like a catalyst even though its effect is modest rather than 

dramatic. The reactant mixture in the catalyzed-like case is less stable compare to the 

previous system. However, if the reaction occurs at the surface of a metal catalyst, the 
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hydrogen atoms would be bonded to the catalyst along with the rest of the molecules. 

Thus, the whole system would be more stable, and the barriers could decrease even 

more. 

3.4 Comparison between the uncatalyzed and the catalyzed-like water enhanced 

mechanism 

The two preferred pathways of the CO2 conversion to methanol in the uncatalyzed and 

catalyzed-like mechanisms have been compared (Table 11).  

Table 11: Comparison of the preferred carbon dioxide-methanol conversion pathways of the 

water enhanced and catalyzed-like aqueous phase mechanisms. 

 
Aqueous phase  

(uncatalyzed) 

Aqueous phase  

(catalyzed-like) 

Reactant mixture CO2 + 3H2 + H2O + H3O
+ CO2 + 6H•+ H2O + H3O

+ 

Barrierless reactions Yes Yes 

Ionic reactions Yes Yes 

Hydrogen atom addition 

reactions 
No Yes 

Highest energy barrier 

(kJ/mol) 
355.52 212.67 

Efficiency (𝜂) 27.1% 92.5 % 

 

It has to be emphasized that the mechanisms do not have the same initial reactant mixtures as 

it was mentioned above.  Both mechanisms involve barrierless and ionic reaction steps, but 

hydrogen atom additions obviously occur only in the catalyzed-like case. In the catalyzed-like 

pathway, there is only one transition state with a relative barrier higher than 200 kJ/mol 

(Δ𝐺TSJJ∗
o = 212.67 kJ/mol). Unlike in the other case, where all the barriers are above 

> 200 kJ/mol. In the case of the uncatalyzed mechanism the efficiency is 27.1%, which is far 

lower than what can be achieved with the catalyzed-like mechanism (92.5 %). 

A significant decrease of the energy barriers was observed in the overall process compared to 

the uncatalyzed water enhanced mechanism. A large increase has also been achieved in the 

energy storage efficiency. The catalyzed-like mechanism is 3.4 times more efficient (92.5%) 

than the corresponding uncatalyzed process (27.1%). The results are an important step further 

to understand carbon dioxide hydrogenation and to design new catalysts with better 

performance. 
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4 Summary 

 

 

 

 “All institutes must renew themselves, from time to time, as the price of survival” 

Anonymous 

We must emphasize that all institutes really mean ALL INSTITUTES since every institutes that 

were operationally acceptable in the previous phase of global civilization will become obsolete 

and therefore useless in the next phase of the global civilization. By ALL INSTITUTES we mean 

education, energy production, material production, food production, medicine, scientific 

research and development to mention only a few. Finally, this universal law implies that an 

institute that renewed itself payed the price of survival and can therefore continue to be active 

in the nearby future; consequently, an institute that doesn’t renew itself doesn’t pay the price 

of survival, condemns itself to die. 
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The high-capacity storage of renewable electrical energy can be completed with the Substitute 

Natural Gas (SNG) alternative. The SNG alternative is the chemical bonding of hydrogen 

obtained from electrolysis using renewable electricity to carbon dioxide, which can be obtained 

from several sources. This will almost certainly contribute to the reduction of the emission of 

these species into the atmosphere. However, the conversion of CO2 to methanol is a rather 

complicated multistep process. The chemical reduction of carbon dioxide has several reaction 

steps and a multitude of intermediate products. Newly developed uncatalyzed and catalyzed-

like mechanisms have been proposed and thermodynamically investigated in both the gas and 

aqueous phases using computational chemistry tools. The Gibbs free energy change of the most 

favorable pathways of both mechanisms are shown in Figure 28. 

By comparing the uncatalyzed gas phase and aqueous phase processes the following 

conclusions can be drawn: 

• In both cases, hydrogenation reactions have the highest energy barriers. 

• The highest energy barriers in the preferred pathways of the two mechanisms are equal 

to  𝚫𝑮(𝐆𝐚𝐬) = 400.66 kJ/mol and 𝚫𝑮(𝐀𝐪𝐮𝐞𝐨𝐮𝐬) = 355.52 kJ/mol. 

• The aqueous phase mechanism is almost two times more efficient than the gas phase 

(𝜼(𝐀𝐪𝐮𝐞𝐨𝐮𝐬) = 27.1% vs 𝜼(𝐆𝐚𝐬) =14.4%). 
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Figure 28: Gibbs free energy change of the preferred pathways of the gas phase and aqueous 

phase uncatalyzed mechanism, and catalyzed-like process. 
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We notice that in the gas phase mechanism (Figure 28, top) the reaction barriers are the highest 

between the three PESs. In the preferred pathway of the aqueous phase mechanism (Figure 28, 

middle) the energy barriers are already lower. 

The efficiencies of each process can be increased by lowering the energy barriers of the 

hydrogenation steps. This can be achieved using hydrogen atoms as reactants instead of 

hydrogen molecules, which can be facilitated by employing a catalyst or an electrocatalytic 

systems. 

Since the water enhanced aqueous phase mechanism has the highest efficiency, it was used as 

a starting point. Hydrogen molecules have been replaced by hydrogen atoms and a catalyzed-

like mechanism have been designed and the preferred pathway has been selected (Figure 28, 

bottom). 

After analyzing the catalyzed-like mechanism, further improvement and a significant decrease 

of the energy barriers was observed in the overall process and the corresponding energy barriers 

are significantly lowered. In the preferred pathway, the highest barrier is only equal to 

𝚫𝑮(𝐇∗)= 212.67 kJ/mol which compared to the uncatalyzed mechanism, is almost twice 

smaller. Thus, a considerable increase has been achieved in the efficiency. The catalyzed-like 

mechanism is 3.4 times more efficient than the gas phase non-catalyzed process 

(𝜼(𝐇∗) = 92.5%). 

Based on these results, we would recommend a catalyst that has proven efficiency in 

breaking the H-H bond as the first step in the catalytic conversion of CO2 to methanol, 

in order to use atomic hydrogen (H•) as a reactant instead of molecular hydrogen (H2). 

Moreover, the inclusion of a super acid in the reaction mechanism may also enhance 

this process by facilitating ionic barrierless reactions. If the scientific community 

succeeds in finding a cheap and innovative environmentally-friendly technology able 

to efficiently convert CO2 to added-value products such as methanol, they could provide 

solutions to environmental problems such as the emission of carbon dioxide in the 

atmosphere. This would enable the production, storage, and transport of energy to 

finally be sustainable. Concerned scientists can then focus exclusively on studying 

potential methods for capturing and converting the carbon dioxide already present in 

nature. 
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5 New scientific results 

 

 

“Books are like mirrors: if a fool looks in, you cannot expect a genius to look out.” 

 J.K. Rowling 
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1st Thesis  

Several uncatalyzed reaction routes of CO2 to methanol conversion have been designed and 

studied in gas phase where 9 intermediate molecular complexes were involved (Figure 16). 

The thermochemical properties have been computed and the potential energy surfaces (PES) 

have been proposed (Figure 17). Among the multitude of potential pathways, the most 

favourable ones have been selected and discussed. We have shown that the uncatalyzed gas 

phase CO2 hydrogenation is thermodynamically unavailable considering the size of its rate 

determining step 𝚫𝑮(𝐆𝐚𝐬)= 400.66 kJ/mol. 

2nd Thesis  

In the newly proposed uncatalyzed aqueous phase CO2 reduction mechanism (Figure 18), the 

energy barriers are significantly lower than in the gas phase (about 100 kJ/mol lower). The 

most favorable route has been identified within the aqueous phase catalyzed-like hydrogenation 

mechanism. Therein lies only one barrier above 300 kJ/mol (𝚫𝑮(𝐀𝐪𝐮𝐞𝐨𝐮𝐬)= 355.52 kJ/mol). 

3rd Thesis 

Further improvement marked by a significant reduction of the energy barriers was observed in 

the catalyzed-like mechanism (Figure 25), where the highest energy barrier is only equal to 

𝚫𝑮(H•)= 212.67 kJ/mol. Based on the energetics and the calculated efficiencies, it can be 

concluded that the atomic hydrogenation mechanism is a key process for CO2 reduction, 

because of its relatively low energy barriers and high efficiency (𝜼(H•) = 92.5 %). This 

mechanism can be achieved by using appropriately selected/designed catalysts or 

electrocatalytic systems.  

4th Thesis 

We have introduced the concept of energy storage efficiency. This allows us to compare the 

most favourable pathways of the conversion of CO2 to methanol under different conditions. 

The aqueous phase mechanism is more efficient than the gas phase mechanism. Its efficiency 

is almost the double than the gas phase case: 𝜼(𝐀𝐪𝐮𝐞𝐨𝐮𝐬) = 27.1% vs 𝜼(𝐆𝐚𝐬) =14.4%. 

Mimicking the catalytic process in the aqueous phase leads to an enormous increase and it is 

3.4 times more efficient than the water enhanced non-catalyzed process (𝜼(𝐇∗) = 92.5 %.). 
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5th Thesis 

The W1 composite method has been selected for all calculations and its applicability to 

describe the thermochemistry of the studied processes (and other similar reactions) has been 

verified. The method has been tested and compared to experimental values. The average 

deviation observed from the experimental results is 1.61 kJ/mol (0.39 kcal/mol). 
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6 Scientific publications 

 

“Life is a train that stops at no stations; you either jump abroad or stand on the platform and 

watch as it passes” 

Yasmina Khadra  
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